
The commonplace standard of skill in a language is
the ability to speak it fluently. Most people have this skill
in their native tongue. It comes as no surprise, then, that
language production is one of the three core topics in
psycholinguistics, along with language comprehension
and language acquisition. Yet a common preface to text-
book discussions of language production is a notification
to the reader that the discussion will be brief, speculative,
or both. The reason usually offered is that, in contrast to
research on language comprehension, research on lan-
guage production is scarce. Garnham wrote that “it is
easier to study language understanding than language pro-
duction, and comprehension has therefore been more
widely investigated” (1985, p. 205). D. W. Carroll sounded
the same theme, saying that “far more is presently known
about receiving language than producing it” (1994, p. 190).

The paucity of production research is typically attrib-
uted to the problems of achieving the ideals of experi-
mental control and measurement. Production is “an in-
trinsically more difficult subject to study than language
comprehension” (D. W. Carroll, 1994, p. 190), because it
is “extremely difficult to perform experiments dealing
with production processes” (Foss & Hakes, 1978, p. 171).
It is hard to control the input to language production pro-
cesses in the way that the input to language comprehen-
sion can be controlled and, in the face of the diversity of
the output, even harder to develop a defensible set of re-
sponse measurements. Two decades ago, the consequence

was that “practically anything that one can say about
speech production must be considered speculative even
by the standards current in psycholinguistics” (Fodor,
Bever, & Garrett, 1974, p. 434).

When one extends one’s sights beyond the traditional
experiment, the quantity and diversity of information
available about production is overwhelming. Speech fills
the air and, as Levelt (1989) observed, different facets of
these abundant data are the province of disciplines that
run the gamut from artificial intelligence through artic-
ulatory phonetics to psychoanalysis, rhetoric, and socio-
linguistics. Analyses of spoken language from all of these
disciplines offer valuable clues about production pro-
cesses to anyone who is willing to look. But the business
of psycholinguistics is to turn these clues into empiri-
cally testable hypotheses about the mechanisms that con-
vert thought into speech. Presently, research on language
production is undergoing a rapid transformation from an
observational enterprise to one with a set of experimen-
tal paradigms and modeling techniques for examining
different kinds of questions.

Behind much of the emerging research on production
is a framework that is sketched in Figure 1. It includes three
processing components. The first component creates a
nonverbal message, which represents what the speaker in-
tends to communicate. The second component, grammat-
ical encoding, encompasses the selection of semantically
appropriate words (by locating lexical entries—technically,
lemmas—in the mental lexicon) and the assignment of the
lemmas to roles in a syntactic structure. The third compo-
nent, phonological encoding, is responsible for spelling
out the sound forms of the words (technically, their lex-
emes) and the prosodic properties of the utterance as a
whole (the utterance’s “musical” features, including qual-
ities corresponding to tempo, rhythm, pitch, and timbre).
The output systems guide the actual production of the ut-
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terance. Levelt (1989) reviewed and analyzed much of
the literature relevant to processing in these components.
More recent perspectives can be found in Bock and Lev-
elt (1994) and Bock (1995).

The implications of research on language production
extend well beyond the narrow confines of psycholin-
guistics. Because spoken responses are widely employed
in psychological research on memory, attention, and per-
ception, an understanding of the cognitive precursors of
speech is important to many experimental paradigms.
However, the contribution of verbal output systems to the
performance of experimental tasks is sometimes over-
looked. The implicit rationale for this oversight might be
called the mind-in-the-mouth assumption. The assump-
tion is that the properties of a stimulus’s mental represen-
tation are transparently reflected in the verbal response
to the stimulus. This assumption in turn motivates an
erroneous supposition that is pervasive in the literature:
What one says, how one says it, and how long it takes to
say it are unsullied reflections of input processing and
interpretation. One result is that perceptual and cogni-
tive explanations of task performance are couched al-
most exclusively in terms of transformations and inter-

pretations of the input; only rarely are the contributions
of a complex series of production processes acknowl-
edged. This oversight goes hand in hand with the scant-
iness of theoretical and empirical attention to language
production mechanisms.

In what follows I first sketch some of the manifestations
of the mind-in-the-mouth assumption, in order to highlight
the general difficulty of disentangling the mechanisms
of production from those of encoding and understanding
information. This sets the stage for a methodologically ori-
ented survey of research on language production. The sur-
vey is accompanied by sketches of the questions to which
production research has been directed, along with analy-
ses of the processing assumptions that underlie the meth-
ods that have been employed. The goal is to provide a
wide-ranging synopsis for those who are unfamiliar with
the methods and results of production research and, for
those who know the methods and results well, to make
explicit the major assumptions and problems of the meth-
ods that are in current use.

The Mind-in-the-Mouth Assumption:
Verbal Responses in Cognitive Research

In experimental psychology at large, language pro-
duction is far more familiar as a convenient modality of
response than as a topic of theoretical interest. Verbal re-
sponses are widely used for assessing the consequences
of immediate perception in traditional perceptual tasks and
for measuring the capacity of immediate memory in tra-
ditional short-term memory tasks. Verbal response plays
a similar part in assessing higher level visual processing
and categorization. In research on word recognition in
reading and listening, the production (naming) of words
often serves as an index of successful recognition. In the
study of language comprehension, a long line of research
relies on the (re)production of sentences and entire dis-
courses. In each case, the properties of the verbal re-
sponses themselves and the processes that produce them
may receive little attention beyond the contributions of a
globally characterized response stage or a box in an in-
formation processing flowchart that is labeled “output.”

It is easy to overlook the intricacies of deploying a ver-
bal response, and psychology has a long tradition of doing
so. In 1909 E. B. Titchener delivered a lecture at the Uni-
versity of Illinois in which he claimed to be able to “read
off what I have to say from a memory manuscript” (1909,
p. 8), a statement that captures a commonplace view of
speaking. Cognitive psychologists have become sensi-
tive to the fact that processing a stimulus requires sen-
sory, perceptual, and memory processes on an order of
complexity that is unexpected from normal experience.
However, beyond their motor components, the processes
that create responses are often conceived in a fashion
stark enough to satisfy the strictest behaviorist. The im-
plicit assumption is that responses transparently reveal
the cognitive consequences of recognition and compre-
hension—the mind in the mouth. Some of the conse-
quences of this assumption are examined below in the
context of studies of picture naming (including verbal re-
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sponding in the Stroop task), categorization, word recog-
nition, and sentence comprehension.

Picture naming and Stroop naming. The picture-
naming task requires subjects to respond to pictures with
an appropriate word, typically a noun denoting the pic-
ture’s basic-level category. This naming episode is some-
times preceded or accompanied by a prime or distractor,
in the form of a word or another picture. The Stroop task,
in its most familiar variants, requires naming the ink color
in which a word is printed or naming a picture upon which
a written word is superimposed. In the color-word version,
the word denotes a color that is congruent or incongru-
ent with the ink color. For example, the word blue printed
in blue ink would be a congruent stimulus (since the cor-
rect naming response fits both the ink color and the word
itself ), whereas the word red printed in blue ink is incon-
gruent. This task, like picture naming, demands process-
ing within the language production system to support word
naming. (Comprehensive reviews of research on the
naming of pictures and Stroop stimuli can be found in
Glaser, 1992, and MacLeod, 1991.)

Because picture naming and Stroop naming are widely
used, they offer a representative glimpse of the part that
hypotheses about language production play in theorizing
about cognitive performance. It is a bit part. This is not
because investigators are unaware that responding is crit-
ical in these tasks. Particularly in the Stroop task and
variants of it, investigators have long recognized that much
of the interference that is observed may arise during re-
sponding. Despite this, few efforts have been made to an-
alyze verbal response processes into their cognitive compo-
nents. Instead, much research assumes an undifferentiated
“response stage,” which may be interpreted as compris-
ing little more than articulation.

Consider Figure 1 again. In terms of the model shown
there, naming demands that a stimulus first be repre-
sented in a way that allows it to make contact with the
lexicon. That is, it requires the mental representation of
a referent and a meaning—a “message”—even when all
that is required is naming an object or a color. In the case
of color naming, the message may be a categorization of
the stimulus (e.g., a categorization of the color perceived
under normal conditions in light at a wavelength of
475 millimicrons; perhaps “color of the clear daytime
sky”). The message must locate an appropriate lexical
entry (a lemma), which yields information about how the
word that it represents is normally used in utterances,
whether as a noun, a verb, or other part of speech; if as a
noun whether it is count or mass; if count whether it is
singular or plural, and so on. So, an entry for a word used
to denote a color like that of the clear daytime sky should
give access to usage information along the lines of
[NOUN [mass]]. Locating a lexical entry establishes that
a fitting single word exists in the speaker’s mental lexi-
con for conveying a message. The ease of selecting the
entry for production may depend on such factors as the
frequency with which it is accessed (that is, lemma fre-
quency; see Dell, 1990, Experiment 3 and discussion)
and typicality or codability (R. Brown, 1976; Lachman,

Shaffer, & Hennrikus, 1974). Once the entry is selected,
the sounds of the word must be retrieved and assembled
(e.g., [b][l][u]). This process is also frequency sensitive
(Jescheniak & Levelt, 1994) and sensitive to the abstract
phonological structure of the word (Dell, 1986). Only
after selection and retrieval can articulation proceed.

Experimental tasks make different demands on these
processes. For example, the traditional Stroop color-word
task calls on response processes that must retrieve the
name of the color of the ink in which the distractor is
printed. This requires locating the lexical entry that is
appropriate for conveying the ink color (e.g., “color of
the clear daytime sky: NOUN [mass]”) and retrieving its
phonological form ([b][l][u]). In addition, the phonolog-
ical form of the distractor word (the pronunciation of the
written word; e.g., [r][ε][d]) is directly activated from
the input and set into competition with the phonological
form [b][l][u] retrieved via the lexical entry.

In an interactive-activation model like that of Dell
(1986), activation spreading up from the distractor’s word
form to its associated lexical entry creates one source of
interference in the Stroop task, allowing the distractor to
vie with the entry for the ink color for encoding. Further
interference can arise during assembly of the word form,
particularly when word forms corresponding to the acti-
vated entries share phonological features (Dell, 1984).1
Eliminating the verbal response can reduce phonological
interference, but competition among lexical entries may
remain if lexical selection is needed (for instance, to me-
diate a button-press response; Keele, 1972). Only if lex-
ical selection and production are bypassed entirely should
it be possible to eliminate Stroop-like effects (McClain,
1983; see MacLeod, 1991, for discussion). All of these are
response processes, but they go well behind articulation
to the cognitive mechanisms of language production that
make articulation possible.

An analogous but more straightforward argument ap-
plies to picture naming. Glaser (1992) took some steps
toward integrating existing chronometric research on pic-
ture naming and primed picture naming with questions
about language production. However, outside of the pro-
duction literature itself, there is little acknowledgment
of the complexity of the production processes that sub-
serve picture naming and Stroop naming.

Categorization. Closely related to the issues in picture
naming are questions about categorization. Here as well,
it is common to call on tasks that require verbal responses
and to treat the responses as direct revelations of mental
attention, thought, or opinion. A study by Higgins, Bargh,
and Lombardi (1985) provides an interesting example.
Higgins et al. presented ambiguous personality descrip-
tions like the following, and asked students to categorize
the person described: “Other than business engagements,
his contacts with people are rather limited. He feels he
doesn’t really need to rely on anyone.” This individual
might be called “aloof ” or “independent.” What Higgins
et al. discovered was that the tendency to use one or the
other of these terms varied as a function of earlier expe-
rience with the words themselves. Prior to making the
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personality categorization, the students had been ex-
posed to one or the other of the terms, either aloof or in-
dependent. Because the students were more likely to use
the primed term in their categorization, the researchers
concluded that the students’ interpretation of personality
characteristics changed as a consequence of exposure to
different words.

Notice that the verbal response offered the main evi-
dence for a difference in the underlying evaluations of the
person described. This verbal response, either “aloof ” or
“independent,” was primed. Speakers are likely to use
(and overuse) recently encountered words when other
words would do just as well (Kubovy, 1977); many of the
phenomena of implicit memory depend on just this. For
example, patterns of word association change depending
on prior exposure to alternative associates, even when
the initial exposure occurred under anesthesia (Kihlstrom,
Schacter, Cork, Hurt, & Behr, 1990). Likewise, speakers
occasionally replace one word with another from the same
semantic or pragmatic domain (Hotopf, 1980): Everyone
is acquainted with such errors as saying left when right
was quite consciously intended, or addressing a child by
the name of a sibling—or the name of the family dog.
For these reasons, it is a long and uncertain step to the con-
clusion that variations in response patterns directly re-
flect differences in underlying evaluations. Conceivably,
the students in the Higgins et al. (1985) experiment in-
tended to convey none of the affective nuances implied
by aloof versus independent, but simply produced an ac-
cessible word that was broadly compatible with the de-
scription. Similarly, instances of so-called unconscious
plagiarism in single-word production tasks (A. S. Brown
& Murphy, 1989) may reflect only transient patterns of
activation in the lexicon.

Word recognition. At least since Morton (1969), a
typical view of the process of reading aloud is that the
reader speaks a word that is made available by the recog-
nition system. Basic findings in both of the field’s para-
digmatic tasks, lexical decision (word–nonword decisions)
and naming (word pronunciation), are interpreted pri-
marily in terms of hypothesized properties of recogni-
tion. A controversy over the role of production processes
in creating frequency effects in the naming task (Balota
& Chumbley, 1985, 1990; Monsell, 1990, 1991; Monsell,
Doyle, & Haggard, 1989; Paap, McDonald, Schvane-
veldt, & Noel, 1987; Savage, Bradley, & Forster, 1990)
exposes how limited the role accorded to production can
be: By “production,” little more may be meant than the
issuing of motor commands to the articulators (see Mon-
sell, 1987, for a more detailed conceptualization).

A similar perspective can be found in the first ground-
breaking efforts to use neuroimaging techniques for lo-
calizing the cognitive processes engaged in word recog-
nition. Petersen, Fox, Posner, Mintun, and Raichle (1989)
used positron emission tomography (PET) in an attempt
to localize the processes involved in the comprehension
of words. In one of their manipulations, they addressed
the semantic processing of visually presented words such
as hammer, asking subjects to generate and produce words

for actions typically carried out with the object denoted
(e.g., pound). To isolate the semantic processing of ham-
mer, they subtracted the cortical activation patterns pro-
duced when the subject saw the word hammer and said it
aloud from the patterns detected in the verb-generation
conditions. The reasoning was that the difference be-
tween the two sets of patterns represented semantic pro-
cessing, with visual processing and articulation stripped
away. Overlooked in this comparison was the nature of
the processing that is required to support the voluntary
retrieval and phonological assembly of a spontaneously
generated word (pound). More recent research places
questions about retrieval at center stage (e.g., Warbur-
ton, Wise, Price, Weiller, Hadar, Ramsay, & Frackowiak,
1996), but still overlooks the cognitive architecture of nor-
mal language production in interpreting the results.

There have been a few notable efforts to disentangle
the recognition-dependent characteristics of visual-word
processing from characteristics that are due to higher
level production components of word-naming tasks (e.g.,
Forster & Davis, 1991). Still, without detailed analyses
of production processes and production data, it is easy
for even well-intentioned efforts to come up short. For
instance, Mozer (1983) examined the phenomenon of
letter migration in word recognition, in which a letter
from one word is illusorily seen as belonging to another.
Subjects in Mozer’s study viewed a briefly presented
word pair such as line–lace, and were then cued to report
one of the two words aloud (e.g., “line”). Mozer found an
increased incidence of errors such as saying “lice” in-
stead of “line.” These errors were attributed to the mi-
gration of a letter from the nontarget word (the c from
lace) into the target.

Because the erroneous response is also a type of speech
error in which the /s/ ending from lace is anticipated as
the ending of line, Mozer (1983) conducted a second ex-
periment to explicitly assess the contribution of speech
errors to task performance. However, the only responses
that were judged to be speech errors were exchanges
such as “lice–lane.” Since errors such as “lice–lace” were
about 10 times more frequent than exchanges in the data,
Mozer argued against a production explanation. Yet in
spontaneous speech-error corpora, anticipations are
about 10 times more frequent than exchanges (Noote-
boom, 1973).

The mind-in-the-mouth perspective is also discernible
in studies of spoken word recognition. When spoken or
written reproduction of an auditorily perceived word is
taken as the measure of successful identification (Gold-
inger, Luce, Pisoni, & Marcario, 1992; Marslen-Wilson,
1973; Radeau, Morais, & Dewier, 1989; Slowiaczek &
Hamburger, 1992), the processes of production come
into play. However, the task analysis and explanatory
framework are likely to center exclusively on recognition
mechanisms. For example, Marslen-Wilson’s (1973) clas-
sic work on speech shadowing employed speakers who
shadowed sentences aloud, engaging the entire production
system. However, the point of the work was the speed of
word recognition.
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Again, it is difficult to reconcile this narrow focus with
the known facts of word production. Consider the role of
frequency, which is the most widely studied variable in
word recognition. Word frequency has a similar relation
to response times in picture naming, a production task,
and in lexical decision, a recognition task. In picture
naming, the time to produce the target word is an inverse
logarithmic function of the word’s frequency (Jescheniak
& Levelt, 1994; Oldfield & Wingfield, 1965), and in lex-
ical decision, the time to make a word–nonword judgment
is likewise an inverse logarithmic function of the word’s
frequency (Forster, 1990). These functions may be roughly
similar, as Figure 2 suggests. The figure shows a scat-
terplot of the picture-naming times for the words used
by Oldfield and Wingfield (1965) and the lexical deci-
sion times for the words from Forster and Chambers’s
(1973) plotted against the logarithm of word frequency
(Francis & Kučera, 1982). What makes this convergence
worthy of note is that in the former case the words are the
responses, whereas in the latter they are the stimuli.

Is there any convergence in the operations of recog-
nizing and producing words that might begin to account
for this coincidence? The frequency effects in picture
naming cannot be ascribed to processing the picture, ei-
ther the encoding of the visual array or the identification
of the depicted object (Jescheniak & Levelt, 1994; Wing-
field, 1968), and the effects are too large to be explained

in terms of articulatory effects alone (like those reported
by Balota & Chumbley, 1985; see Jescheniak & Levelt,
1994). This leaves the processes called lexical entry se-
lection and lexical form retrieval in Figure 1.

To separate their respective contributions to production,
one can elicit high- and low-frequency words that have the
same phonological forms (e.g., him vs. hymn) and com-
pare them to frequency-matched nonhomophones. If fre-
quency effects reside in lexical entries, homophones and
nonhomophones should behave similarly in frequency-
sensitive tasks, but if frequency effects reside at the level
of phonological forms, low-frequency homophones should
behave more like high-frequency nonhomophones. Using
different variations on this logic, Jescheniak and Levelt
(1994) and Griffin (1995) found that the most robust fre-
quency effects in picture naming seem to arise within the
processes that retrieve the phonological representation of
a to-be-spoken word form (i.e., in lexical form retrieval;
see also Dell, 1990).

Given these results, one interpretation of the conver-
gence in the frequency functions is that some of what is
attributed to frequency in word recognition may be as-
sociated with the processes of retrieving and assembling
a phonological word form, whether for pronunciation or
for lexical identification. The word-recognition results of
McCann, Besner, and Davelaar (1988) point in the same
direction, although the authors characterized their phono-

400

600

800

1000

1200

1400

1600

1800

R
es

p
on

se
 T

im
e 

in
 M

s

.1 .16 .25 .4 .63 1 1.58 2.51 3.98

Log Word Frequency

Lexical Decision
Naming

Figure 2. Picture naming latencies from Oldfield and Wingfield (1965) and lexical decision times from
Forster and Chambers (1973) plotted against the logarithm of word frequency (Francis & Kučera, 1982).
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logical frequency effects as the product of bias within a
decision stage for lexical identification.

It is also possible to explain variations in frequency ef-
fects in different word-recognition tasks in terms of dif-
ferential reliance on components of the lexicon that are
shared by recognition and production processes (Mon-
sell, 1987). Consider Dell’s (1990) modeling demonstra-
tion that lexical-entry-based frequency differences can
explain variations in the incidence of phonological speech
errors, which arise during lexical form retrieval. An
analogous account may help to explain the typical dis-
parity in the magnitude of the word-frequency effect in
lexical decision (where frequency effects are relatively
large) and naming (where frequency effects are relatively
small). Specifically, when the pronunciation of a visually
or auditorily presented word can be accomplished by by-
passing the lexical entry and directly activating phono-
logical segments, the only frequency effects observable
will be those due to feedback rebounding to the seg-
ments from the indirectly activated lexical entry. Lexical
decision is more likely to reflect any differences in fre-
quency that are encoded at the lexical entry, because it is
more likely to call on the lexical entry in the first place.
Consistent with this account, considerable work in the
word-recognition literature shows that frequency effects
in naming and lexical decision become more similar
when naming requires accessing the lexical entry (for in-
stance, when the task is to pronounce real words but not
nonwords; Forster, 1990; Paap et al., 1987).

This last argument is a simple extension of models of
reading according to which words are recognized either
as whole visual patterns that associate directly to lexical
entries or as a result of mappings from spelling patterns
to sound patterns (e.g., the dual-route theory of visual word
recognition; Coltheart, Curtis, Atkins, & Haller, 1993).
What is gained from the extension is an integrated and
elaborated view of lexical processing from recognition
through production. Such a view is amenable to powerful
experimental tests, coupling word-recognition tasks to
word-production tasks for convergent validation.

Language comprehension and language memory.
In the study of language comprehension and memory,
there are even more formidable obstacles to inferring the
processes of interest directly from the characteristics of
verbal responses. Sentence recall offers an example. Re-
call requires comprehension, and so recall measures are
sometimes used to assess variations in language under-
standing. However, as observed earlier, recall is also heav-
ily influenced by the processes of language production
(see Bock & Brewer, 1974; Levelt & Kempen, 1975). Un-
recognized, this contribution can create misinterpreta-
tions. For example, studies of sentence recall beginning
in the 1960s showed that active sentences are more likely
to be recalled than passives (Mehler, 1963). A common
interpretation of this result is that actives are easier to
understand. The data are inadequate to support this con-
clusion, however. For a host of reasons (see E. V. Clark
& H. H. Clark, 1978, for some of them), people tend to
produce actives rather than passives, and one consequence

is that many sentences that are presented as passives are
recalled as actives. When this is taken into account, it ap-
pears that passives and actives can be understood equally
well (James, Thompson, & Baldwin, 1973). What differs
is how they are reconstructed—reproduced—in the pro-
duction phase that recall requires.

The same conclusion applies to immediate recall. The
immediate recall of verbal materials is traditionally re-
garded as the emptying of a short-term store. However,
the process may be better likened to one of producing a
response by assembling highly activated linguistic ele-
ments, using the mechanisms of production to do so.
This introduces subtle changes into the recalled material
(Lombardi & Potter, 1992; Potter & Lombardi, 1990).

Strikingly, the amount of information that can be veridi-
cally reproduced from immediate memory is itself tied to
the lower level processes of production: The duration of
traditionally defined short-term memory traces is highly
correlated with rate of articulation (Baddeley & Hitch,
1974; Baddeley, Thomson, & Buchanan, 1975; Schwe-
ickert & Boruff, 1986). Generally, people can immediately
recall about as many items as they can pronounce in 2 sec.
This interacts with differences among languages in the
normal sizes of the lexical units employed in short-term
memory tasks and with developmental differences in
speech rate (Cheung & Kemper, 1993; Ellis & Hennelly,
1980; Hoosain, 1982; Hulme, Thomson, Muir, & Law-
rence, 1984; Kynette, Kemper, Norman, & Cheung, 1990;
Stigler, Lee, & Stevenson, 1986; Zhang & Simon, 1985).
The appearance is that standard ways of assessing both
long- and short-term memory are tightly interwoven
with the processes of normal language production.

A different concern about covert production effects
arises in connection with the norming tasks that are
sometimes employed to create materials for experiments
on language comprehension. One common norming tech-
nique relies on the elicitation of completions of sentence
fragments. High- versus low-frequency completions
then serve as stimuli in experimental conditions de-
signed to assess the impact of highly plausible versus
less plausible materials on such processes as structural
ambiguity resolution. For example, the song in The singer
remembered the song . . . is likely to be taken as the direct
object of remembered, whereas in The singer thought the
song . . . , the song is more likely to be taken as the sub-
ject of an upcoming clause, as in The singer thought the
song was unsingable. The use of production norms for
creating highly plausible materials could not be faulted
if plausibility alone were the result. However, production
norming insures that the materials will be not merely plau-
sible, but also highly predictable. The concern then be-
comes that effects attributed to normal processes of am-
biguity resolution in comprehension are in fact highly
atypical consequences of expectations that make use of
the machinery of language production, effects that are
customarily regarded as response biases.

Summary. Studies of picture recognition, Stroop in-
terference, linguistic categorization, visual and auditory
word recognition, and language comprehension often tap
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components of the language production system as well as
input systems. In order to arrive at models of recognition,
comprehension, and production tasks that can be inte-
grated into an overarching theory of normal language per-
formance, it is essential to consider what the relevant com-
ponents of processing may be. In principle, language tasks
that call on recognition, comprehension, and production
offer the possibility of converging on an interpretation of
the knowledge that supports language processing. In prac-
tice, the achievement of this goal requires a more analytic
consideration of experimental tasks than the tasks some-
times receive in studies of human information processing.

One step in this analysis is to understand the methods
and the methodology of current research in language pro-
duction. By methods, I mean the experimental techniques
themselves. By methodology, I mean to denote the logic
of the experimental tasks, in terms of their processing
analyses and assumptions within the broad framework
shared by virtually all current language production mod-
els. The exposition of these methods and their rationale
is the purpose of the survey that follows. The emphasis
is not on reviewing the substantive results of production
research (for that see Bock, 1987a, 1995; Bock & Lev-
elt, 1994; Levelt, 1989), but on examining some of the
new purposes to which some familiar experimental pro-
cedures have been applied. Throughout, the focus is on
studies of grammatical and phonological encoding, be-
cause it is these topics that intersect most often and most
directly with other areas of cognitive research.

THE METHODS OF
LANGUAGE PRODUCTION RESEARCH

The survey begins with standard observational meth-
ods and the issues that they address. Consideration of
these methods paves the way for an analysis of emerging
experimental techniques and the assumptions behind
them. In both cases, the review emphasizes research on
normal adult speech, with occasional tangents into areas
that diverge from that standard.

Observational Methods
One side benefit of the barriers to applying experimen-

tal logic to language production was the emergence of a
sizable contemporary literature that includes elegant and
insightful analyses of spontaneous speech and its prob-
lems (see Fromkin, 1971; Garrett, 1975; and Goldman-
Eisler, 1968, for some of the beginnings of this work).
Until quite recently, in fact, almost all research on lan-
guage production involved the observation of everyday
talk. This research has served to identify basic problems
and establish widely shared assumptions, blazing a trail
through rough terrain. Because many issues from this lit-
erature have found their way into current experimental
work, the research offers a useful introduction to some
basic questions.

Many of these observational studies investigate de-
partures from fluent speech, including hesitations or out-
right errors. Less often, statistical analyses of large speech

samples have been carried out to determine distribu-
tional features. The latter approach has gained in popu-
larity with the increased availability and power of com-
putational methods for corpus research. This section
begins with a brief overview of the resources that are pres-
ently available for corpus-based studies of spoken lan-
guage, and then turns to the procedures that are commonly
used in observational research on speech errors and
other dysfluencies.

Distributional analyses of spontaneous speech. A
valuable but underused option in observations of lan-
guage production is to examine the distribution of linguis-
tic features of all kinds in large samples of normal speech.
A major barrier has been the scarcity of publicly avail-
able, transcribed-speech corpora. For many years, the
only alternative to do-it-yourself recording and transcrip-
tion was the London-Lund corpus (Svartvik & Quirk,
1980), which contains prosodic transcriptions of tape-
recorded British English speech. Frequency counts for
spoken words are also lacking (see Howes, 1966, for an
exception), but this is changing as machine-readable cor-
pora appear. These corpora include the CHILDES data-
base (MacWhinney & Snow, 1990), which offers sam-
ples of adult speech to children as well as child speech,
and is available on CD-ROM.2 Other sources of tran-
scribed speech, such as Bartlett’s (1937) Familiar Quota-
tions and the White House transcripts (Gold, 1974), can
sometimes be used effectively for special purposes, given
adequate precautions against their significant and idio-
syncratic limitations.

An interesting analysis of distributional results can be
found in Deese (1984). Deese examined the transcrip-
tions of 25 h of tape-recorded speech from American
speakers, looking for occurrences of various sentence
types, verb forms, prosodic markers, and speech errors,
among other things. Other examples of corpus-based
work include that of Clark and Fox Tree (cited by Smith &
Clark, 1993), who used the London-Lund corpus to lo-
cate distinguishing features of the uses of “um” and “uh.”
Kelly (1986, 1988; Kelly & Bock, 1988) relied on Bart-
lett (1937) and the White House transcripts to explore the
prosodic contexts of alternative lexical stress patterns
and the phonological and semantic factors that are asso-
ciated with alternative word orders.

A more focused but still naturalistic approach to the
analysis of spontaneous speech is possible when the cor-
pus is restricted to speech recorded under controlled con-
ditions. Goldman-Eisler (1968) pioneered this approach.
More recently, Berman and Slobin (1994) used the tech-
nique to examine developmental and cross-language vari-
ations in the linguistic devices used in telling a single
story about a boy, his dog, and a missing frog. All of the
speakers first viewed the story in pictures alone, and
then narrated it in their own words. By correlating ele-
ments of the events and their sequence with the linguis-
tic devices used to convey them, Berman and Slobin were
able to draw inferences about the relative ease with which
speakers of different languages encode different seman-
tic functions.
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There is one publicly available spoken corpus of con-
versational speech elicited in a constrained setting. It con-
tains both speech and transcripts from an extensive set of
dialogues between Scots English speakers, and is avail-
able on CD-ROM.3

Dysfluency in spontaneous speech. Many of the ex-
isting distributional studies are concerned in one way or
another with dysfluencies. Dysfluencies are generally dis-
tinguished from speech errors as interruptions to the
stream of speech. They come in several varieties. The usual
taxonomy follows Maclay and Osgood (1959) and includes
hesitations (silent pauses), filled pauses (such as hmm,
umm, er, and uh), false starts, and repetitions (of sounds,
words, or whole phrases). Closely related in purpose to
many studies of dysfluency are studies that deal not with
dysfluencies per se, but with the durations of various
grammatical junctures that naturally punctuate speech
(e.g., Ford, 1982; Holmes, 1988) and with the occurrence
of gesture and other nonverbal behaviors that accompany
speech (e.g., Beattie, 1983, chap. 4; McNeill, 1992).

Dysfluencies have diverse causes. Garrett (1982) ob-
served that hesitations (filled and silent pauses) may re-
flect transient increases in processing load, normal ad-
vance planning and retrieval for an upcoming structural
unit, or delay created by the momentary inaccessibility of
a needed piece of information. Garrett dubbed these three
culprits “don’t bother me, I’m busy,” “wait till the boat’s
loaded,” and “it’s in the mail,” respectively. So, the fact that
speakers often pause after an initial function word (such as
the) and before the first content word in a clause or sen-
tence (Boomer, 1965) can be explained in at least three
ways: (1) as a tendency to reconsider what one is about to
say before one says it (“don’t bother me, I’m busy”); (2) as
time spent in planning the details of the next constituent
(“wait till the boat’s loaded”); or (3) as a delay in the re-
trieval of the next word to be spoken (“it’s in the mail”).

Of these possibilities, “loading the boat” has received
the most concerted attention. The goal in this work is to
isolate the locus and scope of forward preparation in
speech (Butterworth, 1980), examining how far ahead
speakers plan and where they tend to hesitate while
doing the cognitive work needed for an upcoming stretch
of speech. In these investigations, researchers have ex-
plored the distributions and durations of dysfluencies to
assess whether single words or larger units function as
minimal planning ranges (Boomer, 1965; H. H. Clark &
E. V. Clark, 1977, chap. 7; Fodor et al., 1974, chap. 7; Ford
& Holmes, 1978; Lounsbury, 1965; for reviews see Bock
& Cutting, 1992; Garrett, 1982). Similar techniques have
been applied to questions about global planning in the
production of monologue (Beattie, 1983; Deese, 1984,
p. 104). Other investigators (Blackmer & Mitton, 1991;
Levelt, 1983; Nooteboom, 1980) have examined interrup-
tions in speech with an eye toward “backward” attention,
or how speakers detect and correct errors already made.

A major methodological issue in some of this work re-
lates to the classification of observed dysfluencies into
one or another category. Lying behind this issue are ques-
tions about whether differences in the surface forms of

dysfluencies reflect different production problems (of
the three sorts noted by Garrett, 1982) or different kinds
of preparation (e.g., conceptual, lexical, or syntactic prepa-
ration). For many dysfluencies, there are reasons to sus-
pect that they do not have equivalent sources. Maclay and
Osgood (1959) found few sizable correlations among the
four types of dysfluencies they examined, either within
or across speakers. Deese (1980) reported that pauses
(both filled and silent) were more likely in planned than
in unplanned speech, whereas false starts, corrections,
and repetitions were more likely in unplanned speech.
Levelt’s (1983) analysis of repairs revealed that different
kinds of production problems elicited different hesita-
tion markers. Smith and Clark (1993) showed that even
the choice between “um” and “uh” can have a functional
underpinning in the speaker’s tacit evaluation of the like-
lihood of retrieving the answer to an information ques-
tion (although hearers do not seem to capitalize on the
distinction; Brennan & Williams, 1995). The natural
trend thus seems to be toward different distributions for
different types of dysfluency.

The importance of accurate classification has spawned
a perennial controversy over the temporal and distribu-
tional criteria for identifying silent pauses as dysfluen-
cies (Butterworth, 1980). Silence fills a sizable portion
of spontaneous speech, on average between 40% and 50%
of speaking time (Goldman-Eisler, 1968), but its occur-
rence need not indicate uncertainty or mental difficulty
on the part of the speaker. Some pauses mark linguistic
boundaries, such as clause boundaries. Other pauses may
be used for purely stylistic effect. Yet others may be de-
signed to aid the hearer’s interpretation. And some si-
lences are prosodically controlled (Ferreira, 1993; Gros-
jean, Grosjean, & Lane, 1979; A. S. Meyer, 1994) or purely
articulatory (such as those that accompany the closure in
a stop consonant). So, when is silence part of the stream
of fluent speech, and when is it dysfluent? For identify-
ing linguistically conditioned gaps in the speech stream,
some investigators specify a ceiling of 200–250 msec
(Butterworth, 1980), but for other silent pauses, there is
no simple convention for differentiating alternative con-
tributors to pause durations. The quest for a defensible
taxonomy occupies an enormous literature (see Drommel,
1980, and other papers in Dechert & Raupach, 1980).

Silent pauses can be and usually are identified mechan-
ically from acoustic records, but most research on dys-
fluency relies at some point on the judgments of listeners
to detect that a dysfluency has occurred. The reliability
and validity of these judgments has been examined in
several studies. Maclay and Osgood (1959) reported an
average 95% agreement between two judges scoring four
types of dysfluencies, and Schachter, Christenfeld, Ravina,
and Bilous (1991) reported reliabilities of .98 and .99 for
the detection of filled pauses. J. G. Martin and Strange
(1968, Experiment 4) examined filled- and silent-pause
detection by naive judges across a range of different lis-
tening conditions. The naive judges detected 95% of the
pauses marked by more experienced judges. For silent
pauses, J. G. Martin (1970) compared the judgments of
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two naive listeners to each other and to spectrographic rec-
ords. The agreement between the judges was 92%, and
between the judges and the spectrograph, 90%. The dura-
tions of pauses can also be subjectively evaluated. Sub-
jective judgments of duration correlated .85 with the mea-
sured length of pauses in a study reported by Deese (1980).

Though listeners are good at detecting genuine dys-
fluency, they falter in an important way: J. G. Martin
(1970) found that a slowing of speech was likely to be
perceived as a pause, even when no silence occurred. This
points indirectly to a major limitation on the use of pauses

as tools for exploring the cognitive effort associated with
production. Since speakers may slow their speech in re-
sponse to underlying disruptions, without overt hesitation,
a complete picture must include speech-rate variations.
Although rate differences are rarely assessed in the tra-
ditional hesitation literature, studies of speech timing stan-
dardly include both types of variables (Cooper & Paccia-
Cooper, 1980; Ferreira, 1993; Huitema, 1993; Meyer,
1994). Cooper and Paccia-Cooper (1980, chap. 7) provided
evidence that speakers may, in fact, slow down while
preparing upcoming material.

Table 1
Examples of Speech Errors

Example

Type Intended utterance Error Unit Involved*

Sound errors
Contextual errors

Exchange York library lork yibrary Phoneme
snow flurries flow snurries Consonant cluster
clear blue glear plue Feature

Anticipation reading list leading list Phoneme
couch is comfortable comf is . . . Syllable or rime

Perseveration beef noodle beef needle Phoneme
Anticipatory addition eerie stamp steerie stamp Consonant cluster
Perseveratory addition blue bug blue blug Phoneme
Shift black boxes back bloxes Phoneme
Deletion† same state same sate Phoneme

Noncontextual errors
Substitution department jepartment Phoneme
Addition winning winnding Phoneme
Deletion tremendously tremenly Syllable

Morpheme errors
Contextual errors

Exchange self-destruct instruction self-instruct de . . . Prefix
thinly sliced slicely thinned Stem

Anticipation my car towed my tow towed Stem
Perseveration explain . . . rule insertion rule exsertion Prefix
Shift gets it get its Inflectional suffix
Addition dollars deductible dedollars deductible Prefix

some weeks somes weeks Inflectional suffix
Noncontextual errors

Substitution conclusion concludement Derivational suffix
Addition to strain it to strained it Inflectional suffix
Deletion he relaxes he relax Inflectional suffix

Word errors
Contextual errors

Exchange writing a letter to my mother writing a mother to my letter Noun
Anticipation sun is in the sky sky is in the sky Noun
Perseveration class will be about discussing discussing the class Noun

the test
Addition these flowers are purple these purple flowers are purple Adjective
Shift something to tell you all something all to tell you Quantifier

Noncontextual errors
Substitution pass the pepper pass the salt Noun

Liszt’s second Hungarian second Hungarian restaurant Noun
rhapsody

Blend athlete/player athler Noun
Taxi/cab tab Noun

Addition the only thing I can do the only one thing Quantifier
Deletion I just wanted to ask that I just wanted to that Verb

Note—From “A Spreading Activation Theory of Retrieval in Sentence Production,” by G. S. Dell, 1986, Psychologi-
cal Review, 93, p. 285. Copyright 1986 by the American Psychological Association. Reprinted with permission. *The
units involved in the examples for a given type do not exhaust the set of possible units for that type. In general, a given
type can occur with many different units. †The deletion category appears both under the heading of sound misor-
derings and sound noncontextual errors. This is because some deletions, such as in the same state example, seem to
involve a contextual influence, whereas other deletions do not.
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Errors in spontaneous speech. Speech errors come
in myriad forms. In this diversity, however, an orderly
taxonomy has been identified (Table 1). There is a rela-
tively small number of error types (including exchanges,
additions, shifts, deletions, anticipations, perseverations,
substitutions, blends) that may involve elements from the
identifiable linguistic context (contextual errors) or from
outside that context (noncontextual errors). Within each
error type, virtually every linguistic element may be rep-
resented (ranging from phonetic features through pho-
nemes to words, phrases, and clauses). The examples in
Table 1 offer a small sampling of the linguistic elements
that can be found in each of the error categories.

The collection and analysis of such errors is the foun-
dation and starting point for much of the current research
on production. An investigator needs little more than a
good ear for language, a pen, and some paper (the repos-
itories of error collections, my own included, are laced
with table napkins). Armed with these materials, one can
examine an enormous range of questions. The two most
influential uses of error analyses have been in testing lin-
guistic claims about language structure (Fromkin, 1971)
and psychological claims about the architecture of the
language production system (Garrett, 1975).

The latter questions are the relevant ones for this review.
They have been most fruitfully addressed in terms of what
stays right in an utterance when other things go wrong. For
example, consider the class of errors like “You just count
wheels on a light” (when “lights on a wheel” was intended;
Stemberger, 1985b). Notice that the plural inflection -s
stayed put, even when the word stem light moved. This so-
called stranding of inflections is a very regular feature of er-
rors: Stemberger (1985b) reported that it occurred in 89% of
those errors in his corpus in which it could have occurred.
The upshot is that the production system seems to deal with
word stems and inflections somewhat independently, and
puts inflections into position more reliably.

The implicit theory behind the use of such data is that
errors are most likely to occur at the joints of an articulated
system, points where pieces must be joined together. Like
garden paths in language comprehension, errors in lan-
guage production and, importantly, the constraints on er-
rors in production reveal the interchanges of the routes
that the processes follow.

Two examples will illustrate the logic of the analysis.
First, consider the error “He called her yesterday,” pro-
duced instead of “She called him yesterday.” This is not
an exchange of pronouns: The error is not “Him called
she yesterday.” The implication is that the error occurred
before the cases of the pronouns were assigned, before
pronoun form was determined. This is generally true of
pronoun exchanges, and it implies that there may be a
point at which the subjects and objects of sentences have
been identified when the words to express them have not
yet been retrieved. Second, consider “it certainly run
outs fast” (Garrett, 1980). In this case, the speaker says
“run out/s/” when “run/z/ out” was intended. This error,
like the pronoun error, is not a simple movement of a
sound from one position to another. The suffix -s is pro-

nounced in the way that is appropriate to its new phonetic
environment. Because this appears to be true for all er-
rors of this type, the pronunciation is evidently estab-
lished after the point at which suffixation occurs. These
kinds of constraints on errors thus illuminate the parti-
tions of the production mechanism and the nature of the
elements that it manipulates.

Despite its manifest value, there are drawbacks to the
error-observation enterprise. Although none of the draw-
backs are irremediable, the need for remedies must be
kept in mind by anyone contemplating the enterprise of
error collection. The chief pitfalls are (1) the relative
scarcity of errors, (2) the ambiguity of categorization, and
(3) the potential for bias in the collection of errors.

The scarcity of errors. Scarcity comes as something
of a surprise given the widespread impression that speech
is full of mistakes. The source of this impression is not
outright error, however, but dysfluency. Blackmer and
Mitton (1991) reported that callers on a radio call-in pro-
gram interrupted themselves more than once every 5 sec,
but only 3% of the interruptions were to correct speech
errors. The remainder were dysfluencies. Obvious syn-
tactic errors occur less than 5 times in every 1,000 sen-
tences (Deese, 1984; Heeschen, 1993); lexical selection
errors occur less than once in every 1,000 words (Bock
& Levelt, 1994); and phonological encoding errors occur
less than 4 times in every 10,000 words (Deese, 1984;
Garnham, Shillcock, Brown, Mill, & Cutler, 1982). To
surmount the problem of scarcity without sacrificing
naturalistic observation, investigators typically collect
errors over many years.  Some investigators have pooled
observations collected by groups of students and the
like, but this introduces other difficulties (see Dell &
Reich, 1981).

Ambiguities in error classification. Ambiguity in clas-
sification arises because deviant patterns can almost al-
ways be explained in more than one way (Cutler, 1988).
For instance, the error in “start the boat on the motor”
could be a simple exchange of the words boat and motor,
or a misassignment of two complete noun phrases, “the
boat” and “the motor.” Ambiguity at this level is a par-
ticular problem in English, which lacks the markers that
specify grammatical functions in languages such as Ger-
man, Russian, and other richly inflected languages.
However, the classification problem pervades errors of
all kinds. To overcome it, investigators call on multiple
converging criteria whenever possible. Garrett’s (1975,
1980, 1988) error analyses are paradigm examples of
this strategy at work.

Bias. The danger of bias is that the collection can dis-
play properties of perception, personality, or theoretical
proclivity that may be erroneously attributed to language
production. To counter this, most practiced observers
apply safeguards against the many sources of bias that
can contaminate a collection that is intended for scien-
tif ic use. In what follows, I will sketch some of the
known biases and the measures used to minimize them.

Attentional and perceptual biases arise because errors
must be heard to be counted as errors. Listeners may
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hear errors that did not happen or fail to hear errors that
did. Since the latter problem can occur when listeners are
more interested in the content of speech than in its form,
as is typically true, errors that are less likely to affect mean-
ing may be less noticeable (Tent & Clark, 1980). Even
with full attention, errors at some points in the stream of
speech may be more readily detected than similar errors
at other points, and errors involving some sound features
are more readily perceived than errors involving others
(Cole, Jakimik, & Cooper, 1978; Cole & Perfetti, 1980).
Since adult native speakers are demonstrably bad at
hearing sounds that are outside the segmental inventory
of their language (Werker & Lalonde, 1988), it is per-
haps not surprising that so few “phonetically impossible
noises” turn up among reported speech errors (Wells,
1951). All of these problems are exacerbated by the dis-
tracting conditions of normal error collection. Cutler
(1982) summarized some of the evidence pertinent to the
biases created by differences in detectability, and Ferber
(1991) showed how unreliable error detection can be.

The simple act of recording an error can also introduce
biases. Some errors may be easier to remember than oth-
ers, even for the brief period required to write them down.
Critical elements of the error context may not be accu-
rately or reliably noted. Errors involving subtle features
of sound are hard to transcribe as well as hard to hear.
The kinds of notation systems that observers know and
use, from common orthographies (e.g., the Roman alpha-
bet) to technical systems (e.g., the International Phonetic
Alphabet), may themselves be the source of a kind of bias,
imposing discrete categories on articulatory patterns that
are not physically discrete (Mowrey & MacKay, 1990).

Biases attributable to theoretical proclivities are nicely
illustrated in Ellis’s (1980) analysis of Freud’s corpus of
speech errors. The commonest kinds of speech errors
(those involving single sounds) are underrepresented in
the list of errors appended to The Psychopathology of
Everyday Life, whereas errors involving whole words are
overrepresented. For instance, a sound-deletion error
like “tubbled” (where the /m/ from the intended word tum-
bled was deleted) would be less likely to be included in
the corpus than the word-deletion error in a host’s part-
ing admonition: “Next time, don’t stay so long . . . I mean,
don’t stay away so long,” although errors of the former
type are more frequent in speech. Since whole-word er-
rors are easier game for psychodynamic interpretation,
one suspects that Freud paid undue attention to just those
errors for which he had a ready explanation.

An unavoidable source of bias in error collections
stems from the distributional characteristics of the lan-
guage itself. Some kinds of errors will be observed more
frequently than other kinds simply because the relevant
linguistic or conversational environments themselves
differ in frequency. An instructive example comes from
a debate about whether sound errors tend to create real
words. The majority of sound errors, 55% to 60%, result
in nonwords (Garrett, 1988). This nonword majority con-
ceals a trend toward real-word errors. Consider the er-
rors “peg” (for beg) and “ped” (for bed). In both cases,

the error is a consequence of the production of /p/ in
place of /b/. However, in the first case the error creates
another word (peg) and in the second it does not (ped).
In order to assess whether /p/ is more likely to replace /b/
when it creates a real word than when it does not, the ac-
tual incidence of word-creating errors when /p/ replaces
/b/ must be compared to the number of cases in which it
would be possible for a substitution of /p/ for /b/ to yield
a real word: How often can such a sound error create an-
other English word purely by accident? This chance
probability can be relatively low, because the majority of
words in a language have very few first-degree relatives
(words that differ from them by only one phoneme). In
Dell and Reich (1981), the chance probabilities of word
outcomes ranged between 18% and 45%. A greater-than-
chance tendency for sound errors to create real words is
therefore fully compatible with a preponderance of non-
word outcomes.

The difficulty of circumventing all of these biases is
one argument for experimental approaches. Still, the
ecological value of naturalistic observation makes it worth-
while to seek ways of minimizing bias. Several types of
controls have been used. Most investigators set out with
the goal of recording all errors, without regard to the value
or interest of the error. To increase the likelihood of catch-
ing sound slips and other low-level errors, some investi-
gators monitor speech for errors only during limited time
periods (Harley, 1990a; Stemberger, 1990). To minimize
both detection and recording problems, investigators
sometimes cull errors from transcriptions of tape-recorded
speech (Boomer & Laver, 1968; Garnham et al., 1982;
Wijnen, 1992). To guard against distributional biases,
the chance probabilities of error outcomes can be calcu-
lated for some kinds of errors. Two methods for doing this
are currently in use. One method derives the chance prob-
ability of an error from the words in the error corpus it-
self (see Dell & Reich, 1981), and another is based on es-
timates of the frequency of occurrence of particular units
in the language (e.g., Stemberger & Treiman, 1986).

There have been a few assessments of the reliability of
naturalistic observation. Comparisons of errors observed
“on the fly” with errors tabulated from transcribed, tape-
recorded speech have revealed somewhat different dis-
tributions, especially for less salient elements of speech
(Wijnen, 1992). MacKay (1980) noted informally that
subjects listening to taped errors under optimal conditions
often disagreed with each other (and even with themselves
over successive occasions). Ferber (1991) reported per-
formance that can only be described as abysmal: Trained
listeners failed to detect the majority of slips that oc-
curred in a recorded discussion, failed to record the slips
correctly on nearly half of the occasions when they did
detect them, and for the most part, failed to record the
same slips.

Such are the rigors of field research. Fortunately, how-
ever, the perilousness of the enterprise does not nullify
the reliability of the major results that have emerged from
careful studies. The best testimony to this can be found
in Stemberger (1992). Stemberger reviewed the conver-
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gences and divergences of observational and experimen-
tal findings in the speech error literature, primarily the
literature on phonological and lexical errors, and found
good agreement in almost all cases.

The speech errors of children present special chal-
lenges and special opportunities. Children’s errors have
been called upon to illuminate both the development of
the language production system (Aitchison & Straf, 1982;
Gerken, 1991; Stemberger, 1989; Wijnen, 1992) and the
child’s acquisition of linguistic knowledge (E. V. Clark,
1995; Pinker, 1995). The former issue is one of linguis-
tic performance: How do children develop the retrieval
and assembly skills required to fluently formulate utter-
ances? The latter, however, is an issue of linguistic com-
petence: What do children know about language, and
when do they know it? The first issue is more germane
to theories of adult language production, whereas the
second has been a central concern of linguistic theory.

The dilemma in these enterprises is that any error,
taken by itself, could be explained as a mere mistake by
a speaker who knows better (a performance error) or as
a knowledge gap in a speaker who does not know better
(a competence deficit). Since children are exceptionally
vulnerable to the joint effects of production problems
and competence gaps, accounts of their errors must take
care to distinguish haphazard mistakes from systematic
developmental deviations. To achieve this, most investi-
gators identify errors relative to norms established by a
child’s current usage, but this demands intensive, ongo-
ing observation. And even when this groundwork is care-
fully laid, it can remain unclear whether an error reflects
something about the child’s production system or some-
thing about the child’s knowledge.

A study by Bowerman (1978) illustrates the problem.
Bowerman interpreted a set of children’s verb errors (e.g.,
“you put the pink one to me” instead of “you gave the pink
one to me”) as reflecting the emergence of integrated
knowledge about verb semantics; that is, as the product of
a change in the child’s still-incomplete knowledge of lan-
guage. Bowerman’s argument hinged on the fact that the
children began to make these errors only after a relatively
long period of correct usage. They therefore knew the mean-
ings of the words. The errors, she suggested, arose only
when meaning similarities came to be implicitly recog-
nized, perhaps by integration into a new knowledge struc-
ture. However, Bowerman acknowledged an alternative:
The integrated knowledge structures were there all along,
and the errors emerged from changes in the way the struc-
tures were addressed during actual production; that is,
they were the product of changes in the child’s perfor-
mance system. An increase in the breadth of the search
space, an increase in the rate of spread of activation
through a lexical network, and an increase in speech rate
could all create such errors. So, the error “you put the pink
one to me” is a straightforward example of a word sub-
stitution, in which an intended word (gave) is replaced by
another word that is loosely related in meaning ( put).

At the other developmental extreme, errors in aphasic
speech can offer clues about the mechanisms of produc-

tion from patterns of dissolution (Saffran, Schwartz, &
Marin, 1980). The relationship between pathological and
normal deviations from fluent speech has sometimes
been examined from this standpoint (Butterworth & How-
ard, 1987; Garrett, 1992; Harley, 1990b; Lapointe & Dell,
1989; Stemberger, 1984, 1985a). In some ways, the analy-
sis of aphasic errors is even more vexed than analyses of
children’s errors. The neurophysiological substrates of the
system may be unstable to unknown degrees; the char-
acteristics of the patient’s premorbid language may be
uncertain; the status of the language knowledge that nor-
mally supports production may be indeterminate; and
the target of the erroneous utterance may not be de-
ducible, exacerbating the ambiguity that afflicts even the
classification of “normal” errors.

In the face of such problems, it is noteworthy that
there are broad similarities in error distributions for nor-
mal and aphasic speakers, with some studies reporting
only quantitative differences in susceptibility to error. As
interesting as this may be, it reveals little more than nor-
mal speech error analysis about how production mecha-
nisms are organized for fluent speech. More detailed stud-
ies have, however, uncovered disparities in both the kinds
and quantities of error produced by aphasics and normal
speakers. In one instance, Schwartz, Saffran, Bloch, and
Dell (1994) found the same kinds of deviations from nor-
mal error patterns in aphasic speech and in child speech,
raising the possibility of a unified account of acquisition
and dissolution that also illuminates specific mecha-
nisms within the normal production system.

Aphasic speech errors serve to inform theories of apha-
sia as well as theories of normal production. There is in-
creasing interest among aphasiologists in using accounts
of normal production as a backdrop for explanations of
aphasic speech deficits (see, among others, Blanken, Ditt-
mann, Haas, & Wallesch, 1987; Buckingham, 1986; Byng
& Black, 1989; Heeschen, 1993; Kohn, Lorch, & Pear-
son, 1989; Kolk, 1987; Pate, Saffran, & Martin, 1987;
Saffran, Berndt, & Schwartz, 1989; Schwartz, 1987;
Zingeser & Berndt, 1988). Although methodological is-
sues in the study of aphasic speech are beyond the scope
of this article, Berndt (1991) has provided an excellent
review of research on aphasic production.

Experimental Methods
In the psycholinguistic study of language production,

naturalistic observation has played a substantially larger
role than experimentation. The reasons can be found in
the many challenges that confront efforts to impose exper-
imental control on speaking. In principle, speech is a do-
main in which experimental logic is sometimes seen to
contravene the normally free rein of thought and expres-
sion (Chomsky, 1986, pp. 222–223), and so concerns about
ecological validity run unusually deep. In practice, hard
problems arise in crafting viable experimental methods.

Some of the practical problems are traceable to the
difficulty of characterizing nonlinguistic messages, which
are the input to the production process (Foss & Hakes,
1978; for review see Fodor et al., 1974, chap. 7). The wor-
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ries range from the philosophical (e.g., the assumption
that an “input” exists has been criticized as vicious re-
gress) to the empirical (lacking a characterization of the
input makes it hard to identify, manipulate, and control
theoretically interesting independent variables). The prod-
uct of production, speech itself, creates additional prob-
lems. Experiments require the selection of specific mea-
surable responses, and in production, there is often no
easy way to get specific responses. As Fodor et al. put it,

Getting the data we need (e.g., on the relative production
complexity of sentences of different syntactic types) would
involve somehow getting the subject spontaneously to pro-
duce sentences of an antecedently specified message or
form, and there is no very satisfactory procedure for doing
this. (1974, p. 397)

If the desired response is stipulated to speakers in ad-
vance, the investigator risks distorting or circumventing
the underlying processes. If the response is not stipu-
lated, the problem of what I will call exuberant respond-
ing arises. The problem is that something other than the
target is very often produced, with the consequence that
many of the utterances must be set aside because of their
uncertain bearing on the questions of interest. In short,
there are dilemmas about gaining control of both the
input and the output.

In the face of such difficulties, why bother? Obviously,
because there is no more powerful way to test explana-
tory hypotheses about patterns of language use. The
word “pattern” is important: The contemporary study of
production deals less with what people say than how they
say it. It emphasizes the linguistic forms of speech rather
than their content. This makes the enterprise simultane-
ously more tractable and less Orwellian than it might
otherwise promise to be. From a scientific standpoint,
the experimental method circumvents many of the un-
certainties that attend the observation of speech errors
(A. S. Meyer, 1992). It severely curtails the problem of
bias, isolates the phenomena of interest, increases the op-
portunities for systematic observation, and makes the
phenomena available for further scrutiny.

For these things to be feasible, however, production
hypotheses must be formulated and tested in ways that
sidestep the input and output dilemmas. Recent advances
in production research are largely attributable to the
emergence of solutions to these problems.

On the input side, the problem of characterizing the
message has been temporarily bypassed with techniques
that are fashioned to keep the eliciting stimulus the same
across experimental manipulations. This solution is aimed
at creating message constancy, encouraging or requiring
speakers to express the same idea. By design, the critical
manipulations do not change the message itself, but they
do change the state of the linguistic knowledge that is
used or the system through which the to-be-produced in-
formation passes. This class of techniques is related to
standard priming paradigms in cognitive psychology,
and has been fruitful in several production domains. A
simple illustration comes from experiments by Bock

(1986a, 1987b). In these studies, the speakers repeated a
specified word (a prime) and then saw and described a
picture of an event (Figure 3). The priming word (search)
was not appropriate for describing the event, but was
phonologically or semantically related to a target word
that was very likely to appear in the event description
(church). The event descriptions comprised the responses
of interest, with theoretical attention centering on the ef-
fect of priming on the order in which words were produced.

On the output side, two types of solutions to the prob-
lem of exuberant responding are in general use. One,
normative elicitation, employs materials that naturally
tend to elicit a desired response (e.g., pictures of events
or objects that have uniform descriptions, questions that
elicit specific answers, definitions that clearly point to a
specific word, or foreign words that have known transla-
tions). Nonconforming responses are set aside as beyond
the scope of the hypotheses under test. The second method,
specified elicitation, tends to be used primarily when the
processes of interest do not require message formulation
or grammatical encoding, and involve phonological or
articulatory mechanisms only. In these cases, the responses
are often stipulated (for example, a written version of the
desired response might be presented to the subject prior
to a production trial), and deviations are treated as er-
rors. The assumption is that the same phonological and
articulatory mechanisms are exercised regardless of
whether the desired response is spontaneous or specified
in advance.

There are caveats, of course, that reflect imperfections
in these solutions. First, the assumption of message con-
stancy may not always be met. For example, in Bock’s
priming experiments, the priming word could have af-
fected the processing of the pictured event and the for-
mation of the message that described it, not the lexical
and syntactic processes that were of primary interest.4
More generally, whenever comprehension or interpreta-
tion of the eliciting stimuli are required prior to a pro-
duction task, it can be difficult to ensure that production
processes have been isolated unless appropriate controls
are instituted. This is the comprehension contamination
problem. Second, the solutions to response exuberance
can severely limit the generality of the conclusions. With
normative elicitation, as the number of nonconforming
responses grows large, the statistical power of the exper-
iment diminishes. With specified elicitation, there is al-
ways a danger that the processes that support the produc-
tion of a designated response diverge in essential ways
from the normal mechanisms of production.

With this as background, I will survey two general
classes of methods that have been used in experimental
research on production. The first employs priming and
interference techniques in eliciting both speech errors
and normal speech. The second relies on the direct ma-
nipulation of messages and the pragmatic contexts in
which the messages are produced.

Manipulating the pathways: Error elicitation. Be-
fitting the origins of research on production, contempo-
rary experimental work has often involved the elicitation
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of speech errors. Many of the experiments in this tradi-
tion use variants of a paradigm that was developed by
Baars, Motley, and MacKay (1975). This is the SLIP par-
adigm (for spoonerisms of laboratory-induced predispo-
sition; Motley, 1980). In it, subjects silently read suc-
cessive pairs of words such as

bash door
bean deck
bell dark
darn bore

within a longer list. The subjects are cued to repeat some
of the pairs aloud immediately after reading them. The

pair “darn bore” is an example. Although it would nor-
mally be a simple matter to produce these words correctly,
subjects make mistakes. On approximately 6% of the tri-
als, instead of saying “darn bore,” they say “barn door.”
Evidently, the preceding word pairs prime a specific pat-
tern of successive word onsets (/b/–/d/) that perseverates
into the cued trial.

Baars (1992) called this a competing-plans technique,
and the label aptly describes a general strategy for error
elicitation.5 The scheme is to induce a set to produce an
utterance with particular characteristics, and then to elicit
an utterance whose features conflict with those charac-
teristics. In the face of the conflict, the utterance tends to

Figure 3. Sequence of events on a word-primed sentence production trial.
The word prime was related to another word in each of two target sentences
(e.g., Lightning is striking the church; The church is getting struck by lightning).
The primes were phonologically related to the target sentence’s subject or ob-
ject (frightening, search) or semantically related to them (thunder, worship).
The target sentences were produced spontaneously in describing the picture.
The dependent measure was the percentage of target sentences that were pro-
duced with the primed word before the unprimed word. From “Syntactic Pre-
sistence in Language Production,” by J. K. Bock, 1986, Cognitive Psychology,
18, p. 361. Copyright 1986 by Academic Press. Adapted with permission.
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go awry in a predictable way. The SLIP paradigm has been
used to assess the contributions to speech errors of pho-
neme frequency (Levitt & Healy, 1985), speech rate (Dell,
1986), lexical bias (Dell, 1986; Baars et al., 1975), pho-
neme repetition (Dell, 1984), and word class (Dell, 1990),
and to diagnose the structure of consonant clusters (Stem-
berger & Treiman, 1986).

The success of competing-plans techniques can be at-
tributed to their ability to induce conflicts similar to those
that may normally give rise to errors (Baars, 1980a, 1980b;
Dell, 1986). The techniques accomplish this through a
time-honored form of experimental artifice. The spoken
materials and the tasks themselves may deviate, some-
times widely, from the circumstances of normal speak-
ing. Silent reading and written-word pronunciation, as
they are used in the SLIP paradigm, bear little resemblance
to spontaneous speech. Nonetheless, SLIP and related
methods yield error patterns comparable to those that
have been observed naturalistically (Stemberger, 1992).
Clearly, the validity of SLIP results does not rest on sim-
ulating the everyday environments of errors, but on cre-
ating the processing circumstances that lead to error.
Silent reading often evokes sounds, and pronouncing writ-
ten words sets word-production processes in train. The
paradigm is thus a caricature of speech, distilling and mag-
nifying the essential conditions for error.

Competing-plans methods are especially useful for
increasing the rate at which errors occur. Other, simpler
techniques simulate real error environments in order 
to increase the number of errors available for observa-
tion. These techniques have been applied to the elicita-
tion of phonological, inflectional, lexical, and grammati-
cal errors.

To elicit phonological errors, speakers have been asked
to produce conventional or novel tongue-twisters (But-
terworth & Whittaker, 1980; Shattuck-Hufnagel, 1992).
Shattuck-Hufnagel used novel tongue-twisters like “It’s
the peal of the tone from the pan on the tool” to examine
the role of syllable position and stress in the encoding of
sound segments. Sevald and Dell (1994) developed a com-
plementary version of this method in which speakers
were asked to repeat strings like “pick tuck puck tick” as
rapidly as possible. Rather than errors per se, the depen-
dent measure was the number of correct repetitions of
the string in a specified time period.

To observe inflectional errors, subjects have been asked
to produce an inflected form of a presented word (e.g.,
the past tense of a verb or the plural of a noun; Bybee &
Slobin, 1982; Lapointe & Dell, 1989; MacKay, 1976;
Stemberger & MacWhinney, 1986a, 1986b). The fre-
quency of inflectional errors in a critical environment is
compared to the frequency of the same errors in a control
environment. For example, Stemberger and MacWhinney
(1986a) asked speakers to produce the past-tense forms
of verb stems like guide and grab. In performing this task,
the speakers were significantly more likely to omit the
past-tense inflection on words whose stems end in the
same sound that forms the past tense (such as guided ) than
on words which do not (such as grabbed ).

To induce lexical errors, N. Martin, Weisberg, and Saff-
ran (1989) had subjects describe arrays of pictured ob-
jects. The names of the objects were semantically related,
phonologically related, both semantically and phonolog-
ically related, or unrelated. This elicited semantic word
substitutions like “house” for church, phonological sub-
stitutions like “skull” for squirrel, and mixed errors like
“carrot” for cabbage, where the error was both semanti-
cally and phonologically similar to the target word.

Finally, there is a related method for eliciting a class of
grammatical mistakes, errors in subject–verb number
agreement (Bock & Cutting, 1992; Bock & Eberhard,
1993; Bock & Miller, 1991). In these experiments, speak-
ers are given phrases such as The key to the cabinets. The
speakers’ task is to create a full sentence using the pre-
scribed phrase as the sentence subject. In the critical con-
ditions, the grammatical number (singular or plural) of
the first and second noun in the phrases differs, creating
a number conflict. Because the speakers have to supply
verbs in order to create full sentences, it is possible to ob-
serve errors in number agreement on the verbs (e.g., “The
key to the cabinets were lost”). The frequency of such
verb errors is compared to the incidence of the same verb
error in a minimally contrasting environment (e.g., after
The key to the cabinet). Similar materials and techniques
can be used to explore pronoun–antecedent number agree-
ment (Bock, 1995). Unsurprisingly, number errors are
more likely after number conflicts. More interesting are
the possibilities for using variations in error patterns to as-
sess the kinds of information and the kinds of processing
demands that are normally in play during the creation of
long-distance dependencies in speech.

All of these procedures aim to create conditions that
mimic normal production in essential respects. Some ev-
idence of their success can be found in the distributions
of elicited errors. These distributions appear to be similar
to the distributions of the same errors in normal speech,
and similar errors are absent from control environments
(e.g., Bock & Miller, 1991; Stemberger & MacWhinney,
1986b). This makes it possible to infer something about
the factors that lead to mistakes in speech.

There is an important continuity between the competing-
plans methods and the simple elicitation methods. Sim-
ple elicitation relies on materials that naturally contain or
create a kind of competition. Tongue twisters require the
repetition of closely related phonological features (as in
the familiar “she sells sea shells” and the novel “chef ’s
sooty shoe soles”). Inflectional errors occur when speak-
ers have to inflect verb stems that end in sounds that mimic
real inflections. Lexical substitutions occur between se-
mantically and phonologically related words. Agreement
errors occur when speakers have to implement agreement
with a complex subject noun phrase that contains a num-
ber conflict. As noted earlier, all of these conflicts are to
production what ambiguity is to comprehension: They
require selections that serve to reveal the choice points
within the processing system (Baars, 1992).

Most of the experimental error-elicitation methods
rest on the assumption that multiple sources of informa-
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tion are normally in play during production, with errors
arising as a consequence of interference among compet-
ing elements. There are two theoretical frameworks that
offer contrasting accounts for the performance of these
tasks. One framework embodies the idea that the pro-
cesses of production are staged so that information flows
in one direction only; in terms of Figure 1, from messages
through grammatical and phonological encoding to ar-
ticulation (Garrett, 1988; see also Levelt, 1989). The the-
ory assumes that similar elements at each level of process-
ing may compete with one another for inclusion in a
speech plan. Because the information flow is unidirec-
tional, the elements that are in play at any given level are,
for the most part, those that are consistent with the pro-
cesses completed at the next higher level.

A different framework postulates interactions between
lower and higher levels of processing, so that events at
lower levels may influence the top-down flow of infor-
mation (Dell, 1986). This model likewise incorporates
mechanisms of underlying competition among alternative
ways of realizing speech plans. However, in the cases of
word and sound errors, the competition is regulated not
only by events at higher levels but also by those at lower
levels of processing, simulated in terms of feedback of
activity within a connectionist lexical network.

Both of these frameworks focus on explanations for
speech errors, but they also offer accounts of processing
in normal production within the same architectures that
give rise to error. There is thus a close connection between
the explanations of error and theories of normal perfor-
mance. This in turn offers a bridge from experimentally
elicited speech errors to accounts of error-free speech.

Manipulating the pathways: Priming normal speech.
The competing-plans rationale has likewise been applied
to the elicitation of normal, error-free speech, but with a
different goal. Whereas pathway manipulation in speech-
error elicitation is designed to create an error, in normal
elicitation it is designed to change the probability or the
ease of producing a specific correct utterance. In some in-
stances the goal (or result) is to disrupt production,
whereas in others it is to facilitate production. In the lat-
ter case, in place of a competing plan, it might be more ap-
propriate to speak of a cooperating plan.

In what follows, it will become apparent that the con-
ditions that lead to disruption and facilitation are not
well understood: So-called interference techniques do
not always disrupt performance, and so-called priming
techniques do not always facilitate performance. This
situation mirrors one that has developed in applications
of similar techniques to questions of word recognition
(for reviews see Glaser, 1992, and MacLeod, 1991). Since
there is as yet no clear reason why one or the other out-
come is obtained, I will draw a rough-and-ready distinc-
tion between interference and priming paradigms in terms
of the temporal relations between stimulus presentation
and response generation. In interference, or concurrent-
stimulation paradigms, the conditions of presentation are
such that the processing of the interfering stimulus (the
distractor) and the generation of the production target

overlap in time. In priming, or successive-stimulation para-
digms, a priming stimulus (the prime) is presented and
its processing is typically completed prior to the elicita-
tion of the production target.

Concurrent-stimulation paradigms have been used
with both specified-response elicitation and normative-
response elicitation. In one specified-response paradigm,
subjects are given two responses (e.g., the words dog and
dot) and instructed to prepare to say one of them (“dot”).
Most of the time they are cued to produce the prepared
response (“dot”), but on occasional trials, they are cued
to produce the alternative (“dog”). Phonological rela-
tionships between the two words tend to yield slower re-
sponse times than when the words are unrelated (Dell &
O’Seaghdha, 1992; see also D. E. Meyer & Gordon,
1985; Yaniv, Meyer, Gordon, Huff, & Sevald, 1990). A
related technique has been developed for the investiga-
tion of higher level production processes (Cutting & Bock,
in press).

More commonly, a distractor is injected into the time
course of an elicited response. In a typical application,
picture–word interference, the primary task is timed pic-
ture naming: Speakers simply name a pictured object as
rapidly as possible. On some or all of the naming trials, an
auditory word is played or a visual word is superimposed
on the picture. These distractors may be phonologically
related, semantically related, or unrelated to the naming
target, and timed to occur simultaneously with picture
presentation or shortly before or after (A. S. Meyer &
Schriefers, 1991; Roelofs, 1992, 1993; Schriefers, 1992,
1993; Schriefers & Meyer, 1990; Schriefers, Meyer, &
Levelt, 1990; see Glaser, 1992, for a review of the liter-
ature on picture–word interference). The time taken to
name the depicted object is the measure of interest.

In the first use of this concurrent-stimulation paradigm
to explore issues of normal word production, Schriefers
et al. (1990) presented auditory distractor words 150 msec
prior to picture presentation, simultaneous with picture
presentation, or 150 msec after picture presentation. The
distractors were phonologically related, semantically re-
lated, or unrelated to the to-be-named picture. The major
result was that early in the time course of naming, seman-
tic distractors slowed picture naming more than unrelated
or phonological distractors, whereas later in the time
course, phonological distractors facilitated naming more
than unrelated or semantic distractors. To help to ensure
that the task tapped word production rather than picture
processing, a separate control experiment paired the se-
mantic distractors with the pictures in the same way, but
used a nonproduction task. In the control task, the sub-
jects received a recognition test on the pictures. During the
recognition test, the distractors were presented with the
pictures exactly as they had been in the production experi-
ment. The distractors on this occasion produced no effect
on recognition times, from which Schriefers et al. inferred
that the interference did not arise during the perception
or interpretation of the pictures.

This experiment illustrates the elegant logic of the
concurrent-stimulation paradigm. The goal is a surgical
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strike: The distractor is targeted to tap into a single on-
going process, and the nature, magnitude, and timing of
its effect are used to infer something about the process and
its temporal limits. A nonproduction control is used to
help rule out certain forms of comprehension contamina-
tion, leaving production processes as a likely culprit in
the observed effects.

The chief drawbacks of the technique are associated
with uncertainties about the consequences of compre-
hending the distractor. For an experimental effect to occur,
the subject must hear or read the distractor and recover
mental representations of its sound and meaning. This
gives the distractor its own processing path and time
course. The distractor’s comprehension path is assumed
to intersect the picture’s production path at some point,
perhaps in the semantic or phonological representation
of the picture name. The exact locus and nature of the in-
tersection are unknown, and depend on the details of the
relationship between comprehension and production. So,
the distractor’s time course may run opposite to the tim-
ing of the targeted production processes. A distractor’s
sound may be recovered earlier than its meaning, whereas
the target’s sound may be recovered somewhat later than
its meaning. The implication is that a distractor designed
to tap phonological processing could have its intended
effect sooner than a distractor designed to tap semantic
processing, yet the process it is intended to affect comes
relatively late in production processing.

The usual safeguard against these problems is to use
unrelated distractors to establish a baseline, and to make
the comparisons of interest against them. Time courses
will nonetheless vary for different words, so that unre-
lated distractors may run faster or slower than related dis-
tractors. Since concurrent-stimulation effects can change
depending on very small variations in the relative timing
of input and output processes (see A. S. Meyer & Schrie-
fers, 1991, Experiment 3 for an instructive example), the
selection of unrelated distractors requires great care. A
second safeguard is an explicit model that attempts to
take account of each source of variation within the task
in predicting experimental results (Roelofs, 1992).

Closely linked to the concurrent-stimulation paradigm
is a procedure developed by Jones (1989; Jones & Lang-
ford, 1987) for investigating a common frustration, a
problem that speakers sometimes characterize as having
a word “on the tip of the tongue.” Following Brown and
McNeill (1966), Jones induced occasional tip-of-the-
tongue (TOT) states by presenting the dictionary defin-
itions of rare words and asking subjects to produce the
words that corresponded to them. On the heels of the de-
finition, Jones presented a distractor word that was se-
mantically related, phonologically related, or unrelated
to the target, to examine whether the injection of the dis-
tractor into the retrieval process would affect the likeli-
hood of a TOT report. Although Jones found more TOTs
after phonological distractors than after semantic or un-
related distractors, subsequent studies that have used the
paradigm suggest that this may have been due to differ-
ences among the TOT targets that were assigned to each

condition. When targets were equated for their normal
susceptibility to TOT states, neither semantically nor
phonologically related distractors induced more TOTs
than unrelated distractors, and phonological distractors
actually tended to enhance target retrieval (A. S. Meyer
& Bock, 1992; Perfect & Hanley, 1992).

In language-production research, concurrent-stimulation
paradigms are conceptually very similar to successive-
stimulation (priming) paradigms. From a descriptive
standpoint, the major difference between the two is in the
subject’s response to the distractor versus the response
to the prime. In concurrent stimulation, the distractor is
just that: Only the target is actually produced. This pro-
cedural difference has a theoretical consequence. With
concurrent-stimulation tasks, it is the intersection of the
target and distractor paths (presumably in a linguistic
representation) that is held responsible for any effects.
In successive-task paradigms, however, because the prime
and target are both produced, one after the other, repre-
sentations and production processes are tapped together.
If primes and targets share just one critical feature that is
absent from controls, experimental effects may be at-
tributed to the shared feature or to any production pro-
cesses that depend on that feature.

A disadvantage of the full-response requirement of the
successive-stimulation paradigm is that it cannot easily
be used to isolate the time course of production processes,
since the priming response runs to completion before the
target response begins. However, this same feature some-
times confers an advantage over concurrent stimulation.
When a production process is the focus of interest, and not
a specific representation, priming makes it possible to ob-
serve the consequences for that process of “prior exercise.”

An illustration comes from structural priming (Bock,
1986b, 1989; Bock & Loebell, 1990; Bock et al., 1992).
In structural priming tasks, as illustrated in Figure 4,
speakers hear and then reproduce priming sentences that
instantiate a specific syntactic construction (an active
sentence in the figure). They then view an event and de-
scribe it in a single sentence. The event is structured in a
way that permits a description in either the target con-
struction (the primed construction, an active sentence)
or an alternative construction (e.g., a passive, “The boy
was awakened by the alarm clock”), and the measure is
the proportion of target constructions that are employed
relative to the alternative. Other subjects describe the
same event after a prime of the opposite kind (e.g., “The
boat was carried by five people”). In these circumstances,
the primed construction is produced more often than the
alternative. This appears to be attributable to the proce-
dures that create the structural configurations of sentences,
and not to shared function words, to shared intonational
features, or to shared thematic roles (Bock, 1989; Bock
& Loebell, 1990).6

The successive-stimulation paradigm has also been used
to examine the processes involved in word production.
Some experiments by Wheeldon and Monsell (1994)
nicely illustrate word-production priming, along with
one of its apparent paradoxes. In Wheeldon and Mon-
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sell’s experiments, the subjects received dictionary def-
initions with instructions to produce the defined words.
These words served as the primes, and were sometimes
related and sometimes unrelated to the targets. The tar-
gets were elicited two trials later, when the subjects re-
ceived a picture to name. Wheeldon and Monsell measured
the time required for subjects to name the targets when
they were related or unrelated to the preceding prime.

The paradox is that related primes actually slowed
production of the target responses, relative to unrelated
primes. One of the unsolved puzzles in language process-
ing research is why superficially similar manipulations
sometimes help and sometimes hurt target performance
(see Dell & O’Seaghdha, 1992, and Wheeldon & Monsell,
1994, for discussion). In another successive-stimulation
paradigm, one in which single-word primes preceded a
picture description (Figure 2), Bock (1986a) found that
semantically related primes facilitated target production
relative to unrelated primes. Using exactly the same task,
Bock (1987b) showed that phonologically related primes

inhibited target production.7 In the concurrent-stimulation
paradigm, facilitation has been demonstrated with phono-
logical distractors, and inhibition with semantic distractors
(Schriefers et al., 1990). Also in the concurrent-stimulation
paradigm, interference has been observed when related
distractors were members of the target–response set and
facilitation when they were not (Roelofs, 1993). It is as
yet unclear whether these seesaw patterns should be at-
tributed to variations in expectancies and response mon-
itoring (Roediger, Neely, & Blaxton, 1983), to something
more akin to activation versus inhibition of closely related
representations (Carr & Dagenbach, 1990; Dagenbach,
Carr, & Barnhardt, 1990), to cooperation versus compe-
tition among linguistic alternatives (Peterson, Dell, &
O’Seaghdha, 1989; Wheeldon & Monsell, 1994), or to
something else entirely.

All of these hypotheses about sources of facilitation
and interference bear on the mechanisms of word pro-
duction. In producing words, the primary processes in-
volve the retrieval or activation of stored information,

Figure 4. A structural priming trial. From “From Conceptual Roles to Struc-
tural Relations: Bridging the Syntactic Cleft,” by J. K. Bock, H. Loebell, and
R. Morey, 1992, Psychological Review, 99, p. 157. Copyright 1992 by the Amer-
ican Psychological Association. Adapted with permission.
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and can be modeled along lines similar to memory re-
trieval. Different considerations apply to structural prim-
ing in whole-sentence production (Bock, 1990). Phrase
and sentence production involve the assembly of infor-
mation into ofttimes novel configurations. To explain
priming-dependent changes in the probability of alter-
native structural configurations, one may have to go be-
yond the kinds of theories that apply to the revival of
stored representations to theories that can account for pro-
cesses like procedural learning. Such learning may re-
quire the abstraction of tacit patterns for the assembly of
sequences of actions (e.g., Nissen & Bullemer, 1987), and
apply to the assembly of syllables (Sevald, Dell, & Cole,
1995), novel words, and phrases, as well as sentences.

In all of the experiments described so far, the empha-
sis has been on characteristics of the production responses
themselves. There are other studies in which charac-
teristics of production mechanisms are inferred from re-
sponses to nonproduction probes. These probes and the
responses to them may intercept an ongoing production
episode (as in concurrent-stimulation paradigms) or fol-
low a production episode (as in successive-stimulation
paradigms). A task of the former type was used by Lev-
elt, Schriefers, Vorberg, Meyer, Pechmann, and Havinga
(1991). In it, subjects performed a lexical decision on an
auditory word (e.g., “chair”) that occasionally interrupted
the subjects’ primary task, naming a picture (e.g., a pic-
ture of a desk). The interruption came at times that were
designed to intercept the naming response prior to its ar-

ticulation, at different points in its development. Lexical
decision latencies were the measure of interest. Figure 5
plots these latencies for lexical decision targets that were
semantically related to the target or unrelated to it, at dif-
ferent points after the exposure of the to-be-named picture.
The data suggest selective early interference from the
meaning of the production target on the lexical-decision
response.8

A task in which probes followed production episodes
was developed by Yaniv and Meyer (1987) to explore tip-
of-the-tongue (TOT) states. In their experiments, sub-
jects attempted to name words to definitions (e.g., “large
bright colored handkerchief; brightly colored square of
silk material with red or yellow spots, usually worn round
the neck”), sometimes experiencing TOT states in the
process. They then performed lexical decisions on series
of words that included the targets from the name-to-
definition trials (e.g., “bandanna”). Figure 6 gives the
lexical decision times for words that were unretrieved on
the naming trials, and had or had not elicited strong TOTs
at that time. The figure shows that the stronger the sub-
jective certainty that an unretrieved word was a known
one, figuratively at the very tip of the tongue, the faster
the subsequent lexical decision.

In the procedures used by both Levelt et al. (1991) and
Yaniv and Meyer (1987), certain characteristics of pro-
duction processes may be inferred from responses to
probes that tap features of an ongoing or previous pro-
duction episode. The selectivity of conflicts and conver-
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Figure 5. Results from two probe conditions in Levelt et al. (1991, Experiment 3). Differential
scores reflect latencies on auditory-lexical-decision probe trials minus base lexical decision la-
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after exposure of a to-be-named picture. Stimulus onset asynchronies (SOAs) were calibrated
separately for individual subjects; the SOAs shown are averages in the short, medium, and long
SOA conditions.



414 BOCK

gences between probes and production targets offers yet
another window on how information is represented and
retrieved for speaking.

Manipulating the message. The most direct method
for exploring production is also one of the oldest. It in-
volves creating minimal contrasts in the message the
speaker intends to convey, where “message” refers to the
product of the message component represented at the top
of Figure 1. At issue, then, are the contents and the rep-
resentational format of a speaker’s preverbal commu-
nicative intentions.

A typical experimental manipulation in this genre
varies the elements of enacted scenes or events. The tech-
nique was exploited by Charles Osgood, who called it
Simply Describing (Osgood, 1971; also see Bates & De-
vescovi, 1989; Sridhar, 1988). In his experiment, Os-
good created vignettes with simple objects, placing a
ball on a plate, rolling one ball so that it struck another,
taking poker chips from a tabletop, and so on. The sub-
jects were instructed merely to say what they saw, as
though describing the event to a hypothetical 6-year-old
child “outside the door.” The sequence of events was
arranged so as to create those contrasts believed to be
critical for the use of certain words or grammatical de-
vices. For example, to elicit a switch from the indefinite
article (a) to the definite (the), the first vignette showed
Osgood holding a black ball, followed by a second vi-

gnette in which the black ball was lying on a table. Sub-
jects predictably said “a ball” to refer to the ball in the
first vignette, but “the ball” to refer to it in the second,
just as I did in the immediately preceding sentence.

Closely related are methods that elicit descriptions of
displays, line drawings, or pictures in which the depicted
elements themselves vary along some dimension that is
potentially relevant to message formulation (e.g., Carlson-
Radvansky & Irwin, 1993, Experiment 4; Flores d’Ar-
cais, 1987; Johnson-Laird, 1968). The bare bones of this
technique are evident in a simple experiment by H. H.
Clark and Chase (1974, Experiment 1). They merely asked
speakers to describe visual arrays such as the one on the
left or the right below:

* o

o *

Clark and Chase discovered a strong tendency to de-
scribe these arrays in top-to-bottom fashion, as “The star
is above the circle” in the array on the left, or “The cir-
cle is above the star” in the array on the right. 

The simplicity of this method belies its treacherous
theoretical underpinnings. Because there is little agree-
ment on such basic issues as whether “the language of
thought”—the hypothetical format in which messages
are represented—is made up of features that are com-
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Figure 6. Lexical decision latencies to target words that had elicited a strong
tip-of-the-tongue (TOT) experience, no TOT experience, or something in be-
tween during a retrieval attempt on an earlier naming-to-definition trial. Con-
trols are the same words in the absence of the previous retrieval attempt. From
“Activation and Metacognition of Inaccessible Stored Information: Potential
Bases for Incubation Effects in Problem Solving,” by I. Yaniv and D. E. Meyer,
1987, Journal of Experimental Psychology: Learning, Memory, & Cognition, 13,
p. 194. Copyright 1987 by the American Psychological Association. Adapted
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bined into word meanings (McNamara & Miller, 1989)
or of elements that correspond rather directly to word
meanings (Fodor, 1975; Fodor, Garrett, Walker, & Parkes,
1980), the seemingly straightforward idea of a “minimal
contrast” can be difficult to implement in a theoretically
revealing way. An alternative is to elicit descriptions of
elements that contrast on known dimensions, but this
runs the risk of triviality: It is seldom of interest that En-
glish speakers describe blue objects as blue and red ob-
jects as red.

In place of semantic contrasts, then, most investiga-
tors who use this method or extensions of it have manip-
ulated so-called pragmatic contrasts, creating differences
in perspective and information structure (see Levelt, 1989,
chap. 3). Although the theoretical grounding of these
contrasts is in many cases at least as slippery as the ground-
ing of semantic contrasts, there is one advantage: It is
possible to keep the event structure or the propositional
content of a message the same while changing the speak-
er’s perspective, the discourse context, or the communica-
tive situation. The usual goal is to shift the kind or amount
of attention given to different message components, chang-
ing which ones are in some sense more important (Flo-
res d’Arcais, 1975; Forrest, 1993; Tannenbaum & Wil-
liams, 1968), add new information (MacWhinney & Bates,
1978; Nooteboom & Terken, 1982), or establish links to
old information (Delis & Slater, 1977; MacWhinney &
Bates, 1978; Nooteboom & Terken, 1982).

In most applications, the syntactic consequences of
these pragmatic manipulations are examined, and in
many instances, the specific focus is on what serves as
the sentence subject. In one study, Forrest (1993) manip-
ulated speakers’ attention to alternative elements of sim-
ple scenes by cuing the locations in which one of the com-
ponents would appear. The scenes contained just two
elements (e.g., a heart and a star), and the speakers’ task
was to describe where one of them was with respect to
the other (above, below, left, right). Forrest found that the
cued element tended to serve as the subject, and that ut-
terances were initiated more rapidly when it did. Earlier
work in this tradition is reviewed in Bates and MacWhin-
ney (1982), Bock (1982), and Levelt (1989).

Simply Describing is limited to messages that can be
efficiently and unambiguously depicted or enacted, but
the range of ideas that language expresses extends much
further. To broaden the possibilities of message manipu-
lation, a recall-based method is sometimes used. I will call
this Simply Remembering. Simply Remembering requires
subjects to remember sentences or passages for later recall
(Bock, 1977; Bock & Brewer, 1974; Bock & Irwin, 1980;
Bock & Warren, 1985; Kelly, Bock, & Keil, 1986; Mc-
Donald, Bock, & Kelly, 1993). Although recollection may
seem to be a risky way to study production, the fact that
recall is so rarely reproductive and so often reconstructive
gives considerable warrant to the method. The argument
rests on two familiar but still important points. The first is
that people have a great deal of difficulty recalling the pre-
cise wording of what they hear, even after brief intervals
(Potter & Lombardi, 1990). The second is that people have

very little difficulty remembering the gist of what they
hear (Jarvella, 1971). This offers a means for implanting
messages that are more abstract or more elaborate than
those likely to be elicited from pictures. Elicited recall of
these messages resembles normal speech in so many ways
that it has seemed reasonable to suggest that what is called
“reconstruction” in memory for linguistic materials is in
many respects equivalent to the process of language pro-
duction (Bock, 1982; Levelt & Kempen, 1975; Lombardi
& Potter, 1992).9 However, the controlled comparisons of
Simply Describing and Simply Remembering that would
help to establish this point remain to be done.

Simply Describing and Simply Remembering have
both been enhanced with manipulations of context (e.g.,
Prentice, 1967; Turner & Rommetveit, 1968). One of the
most effective contextual manipulations is questioning.
The experimenter asks a question in order to elicit a pic-
ture description (Bates & Devescovi, 1989; Carroll,
1958) or to elicit verbal recall of a previously learned piece
of information (Bock, 1977). For example, someone who
is viewing a scene in which a truck hits a car could be
asked, “What happened to the car?” or, “What did the
truck do?” Similarly, someone who has heard a story
about a psychologist treating a neurotic poodle could
later be asked, “What happened to the poodle?” or,
“What did the psychologist do?” In each of these in-
stances, the first question (“what happened to?”) tends to
be answered with a passive construction and the second
(“what did it do?”) with an active, although the events or
memories queried are objectively the same. The goal,
once more, is to keep the content of the message the
same while changing the speaker’s perspective on the
content. In this way, message manipulation begins to
converge on the logic of pathway manipulation.

This convergence can create a methodological pitfall
whose theoretical consequences are worked out in detail
in Bock (1982). Because changes in perspective are often
prompted by features of the linguistic environment—
sounds, words, and sentence structures—contextual ma-
nipulations may simultaneously affect both nonlinguis-
tic messages and linguistic representations within the
production system. The consequence is a confounding of
message manipulation and the sort of pathway manipu-
lation that creates lexical priming or interference effects.
For example, a simple question like, “What did Billy eat?”
has two undisputed effects: It topicalizes a specific ref-
erent (the person who is named Billy) and makes acces-
sible the representation of his name (the word “Billy”
and its component sounds). Both of these factors can af-
fect the production of an answer. People position topi-
calized entities differently than they position nontopics
(Bock, 1977) and they position primed words differently
than they position unprimed words (Bock, 1986a, 1987b;
Bock & Irwin, 1980; Perfetti & Goldman, 1975). It is
difficult to disentangle these effects, yet the way in which
they interact has important implications for explaining
how language production is organized.

In order to assess the contributions of brute accessi-
bility to production, investigators have elicited utterances
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that contain words whose accessibility varies naturally.
This has been done in Simply Describing (Levelt & Maassen,
1981) and in Simply Remembering (Bock & Warren,
1985; Kelly et al., 1986; McDonald et al., 1993). The gen-
eral conclusion from these and other studies is that the
effects of lexical accessibility on formulation are small
but not negligible (see Levelt, 1989, pp. 276-282), mak-
ing it necessary to control for variations in accessibility
in experiments whose goal is the elucidation of message
effects on formulation processes.

Summary. In experimental studies of language pro-
duction, the focus is on the organization of the language-
manipulating components of production processes. Most
methods start from the assumption of an initial nonlin-
guistic representation that is elaborated lexically, syn-
tactically, and phonologically in the course of speaking.
A common methodological aim is to keep the proposi-
tional content of the message constant across variations
in processing. This makes it possible to create and trace
perturbations in the elaborative mechanisms themselves,
rather than examining the effects of variations in mes-
sage features. The advantage to this approach is that it has
opened a way to explore basic psycholinguistic perfor-
mance questions about the flow and interplay of differ-
ent kinds of linguistic information.

The disadvantages deserve prominent notice, how-
ever. The major one is that this approach sidesteps some
exceptionally thorny issues about the relationships be-
tween conceptual representations and production pro-
cesses. A consequence is that production theories have
so far failed to address fundamental concerns about the
relationships between thought and language. Some of
these concerns have to do with the mapping between con-
ceptual and grammatical categories (Bock et al., 1992;
Slobin, 1996), and others with the effects of grammatical
categories on conceptual ones (Lucy, 1992a, 1992b).
Even so, when viewed as an item from the agenda for fu-
ture research, the difficulties inherent in tackling these
concerns promise to be lessened by current advances in
our understanding of the grammatical and phonological
processes of language production, as well as by advances
in our ability to assess these processes of production.

CONCLUSIONS

The contemporary study of language production draws
on both observational and experimental methods that
jointly define areas of theoretical interest. This helps to
give the investigation of production ecological ground-
ing that is increasingly coupled with empirical rigor.

There is a methodogical preoccupation in the produc-
tion literature with discriminating the mechanisms of pro-
duction from the mechanisms of comprehension. De-
spite the intricacy of the relationships between production
and comprehension, this separation of mechanisms prom-
ises to be an important contribution of production re-
search. From the inception of cognitive studies of percep-
tion, language comprehension, language acquisition,

memory, and farther-flung areas of research, verbal re-
sponses have provided much of the data of interest. De-
spite this, psychology has largely overlooked the contri-
butions of verbal output systems. The maturation of
empirical research on language production and the de-
tailing of theories about how production works should
help to correct this imbalance.
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NOTES

1. Roelofs (1992) has offered an explicit analysis of Stroop interfer-
ence within a noninteractive production framework. Like Dell (1986),
Roelofs has provided an account of production processes that link a
name to a visual stimulus, and he has used the framework to account for
a range of Stroop effects.

2. Requests for copies of the CD-ROM may be sent to B. MacWhin-
ney, Department of Psychology, Carnegie Mellon University, Pitts-
burgh, PA 15213.

3. The dialogues were elicited in a laboratory setting and constrained
with respect to conversational topic. Information about the corpus is

available in the United States from E. Hodas, Linguistic Data Consor-
tium, 441 Williams Hall, University of Pennsylvania, Philadephia, PA
19104-6305 (e-mail: ehodas@unagi.cis.upenn.edu).

4. The results of the experiments indicated that picture processing
and message formation were unlikely to be responsible for the observed
effects, but the logical possibility of input effects remains.

5. The term plan is somewhat misleading. The relevant sense of the
word is not a conscious, strategic plot, but a tacit assembly or structural
representation of linguistic information.

6. The processes that create these structural configurations are un-
known, but the configurations themselves can be described in terms of
a hierarchically organized phrase structure. So, the target sentence “Two
children are showing the picture to their teacher” corresponds to the
phrase structure [Noun Phrase [Verb Phrase [Noun Phrase][Preposi-
tional Phrase]]]. This target sentence is primed as readily by sentences
with a corresponding structure but different function words (e.g., [The
secretary [made [a cake] [for her boss]]]) as by sentences with a corre-
sponding structure and some of the same function words (e.g., [The sec-
retary [took [a cake [to her boss]]]]; Bock, 1989). Likewise, the target
sentence is primed as well by sentences with a corresponding structure
but different thematic roles ([The wealthy woman [drove [her Mercedes
[to the church]]]]) as by sentences with a corresponding structure and
corresponding thematic roles ([The wealthy woman [gave [her Mer-
cedes [to the church]]]]; Bock & Loebell, 1990). If the structure of the
priming sentence differs from that of the target, priming is no longer
observed (so [Susan [brought [a book [to Stella]]]] is an effective prime
for the structure [Noun Phrase [Verb Phrase [Noun Phrase][Preposi-
tional Phrase]]], but [Susan [brought [a book to study]]] is not; Bock &
Loebell, 1990).

7. In these experiments, the primary measure of facilitation and in-
hibition was production order (whether a primed target preceded or fol-
lowed an unprimed target).

8. Only two of the several conditions in the experiment are included,
for purposes of illustration.

9. It might be argued that there is a recognition component to verbal
recall that is absent from production, but even that is debatable. Re-
memberers monitor their recall against some episodic representation of
experience (Johnson & Raye, 1981): They check to see if they recognize
it as what happened. Since the memory representation of a previous ver-
bal experience is more likely to be a representation of meaning than of
form, the basis of this kind of monitoring in recall is the remembered
meaning. But speakers likewise monitor, and in much the same way:
They keep track of their speech to ensure that what they say is what they
mean (Levelt, 1983, 1989).
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