
Journal of Memory and Language43, 379–401 (2000)
doi:10.1006/jmla.2000.2714, available online at http://www.idealibrary.com on
Symbol Grounding and Meaning: A Comparison of High-Dimensional
and Embodied Theories of Meaning

Arthur M. Glenberg and David A. Robertson

University of Wisconsin—Madison

Latent Semantic Analysis (Landauer & Dumais, 1997) and Hyperspace Analogue to Language
(Burgess & Lund, 1997) model meaning as the relations among abstract symbols that are arbitrarily
related to what they signify. These symbols are ungrounded in that they are not tied to perceptual
experience or action. Because the symbols are ungrounded, they cannot, in principle, capture the
meaning of novel situations. In contrast, participants in three experiments found it trivially easy to
discriminate between descriptions of sensible novel situations (e.g., using a newspaper to protect
one’s face from the wind) and nonsense novel situations (e.g., using a matchbook to protect one’s face
from the wind). These results support the Indexical Hypothesis that the meaning of a sentence is
constructed by (a) indexing words and phrases to real objects or perceptual, analog symbols; (b)
deriving affordances from the objects and symbols; and (c) meshing the affordances under the
guidance of syntax. © 2000 Academic Press

Key Words:meaning; language; embodiment; computational models; Latent Semantic Analysis;
Hyperspace Analogue to Language.
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Meaning is the most important problem
cognitive psychology. Meaning controls me
ory and perception. Meaning is the goal
communication. Meaning underlies social ac
ities and culture: To a great degree, what
tinguishes human cultures are the mean
they give to natural phenomena, artifacts,
human relations. Yet, rather than being a ho
of theoretical and empirical investigatio
meaning in cognitive psychology has been
opted by a particular approach: Meaning ar
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from the syntactic combination of abstra
amodal symbols that are arbitrarily related
what they signify.

A new form of the abstract symbol approa
to meaning affords the opportunity to exam
its adequacy as a psychological theory of me
ing. This new form is represented by two th
ries of linguistic meaning (that is, the mean
of words, sentences, and discourses), bot
which take advantage of the mathematics
high-dimensional spaces. The Hyperspace
alogue to Language (HAL; Burgess & Lun
1997) posits that the meaning of a word is
vector representation in a space based
140,000 word–word co-occurrences. Latent
mantic Analysis (LSA; Landauer & Duma
1997) posits that the meaning of a word is
vector representation in a space with appr
mately 300 dimensions derived from a sp
with many more dimensions. The vector e
ments found in both theories are just the so
abstract features that are prototypical in
cognitive psychology of meaning. Our goals
to investigate the adequacy of these high
mensional theories both analytically and em

nd
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ically and to contrast these theories of meaning
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380 GLENBERG AND ROBERTSON
with a theory that does not make use of abst
arbitrary symbols.

The structure of this article is as follow
First, we describe in more detail the HAL a
LSA models and the associated claims that
are adequate theories of meaning. Second
introduce the symbol grounding problem (H
nad, 1990) and review why it is a touchstone
determining the adequacy of any theory
meaning. Third, we discuss how the high
mensional theories attempt to solve the sym
grounding problem. Fourth, we sketch an al
native account of meaning and an alterna
solution to the symbol grounding proble
based on an embodied theory of cogni
(Glenberg, 1997). Fifth, we present three ex
iments designed to test various solutions to
symbol grounding problem. The experime
reveal serious shortcomings in the high-dim
sional theories, but the results of the exp
ments are generally in accord with predicti
from the embodied theory.

The HAL theory has been described in s
eral publications; here we use Burgess and L
(1997) as our main reference. In the HAL t
ory, word meaning is derived from a dime
sional analysis of words in context. A lar
corpus (e.g., 300 million words) is analyz
using a moving window of 10 words and
matrix of some 70,000 rows and columns. E
row and column is labeled with a particu
word so that the cells of the matrix can be u
to record the co-occurrence of pairs of wor
As a word is encountered, co-occurrence va
are added to the matrix to represent the cl
ness of the encountered word to other word
the 10-word window. Words that are adjac
are given a co-occurrence value of 10; th
separated by one other word are given a valu
9; and so on. At the end of the process, r
give the total co-occurrence values for wo
which precede the row label, whereas colum
give the co-occurrence values for words follo
ing the column label. Then, for a given wo
the 70,000 element row vector and the 70,
element column vector are conjoined to prod
a 140,000 element vector: HAL’s propos
meaning of the word. An important aspect

the co-occurrence data extracted by HAL is thes
t,
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similarities of contexts in which words occ
For example, STREET and ROAD are code
similar by HAL not because they appear f
quently in the same sentences, but rather
cause the 10-word windows for street are s
ilar to the 10-word windows for road.1

In what way can this vector be a represe
tion of meaning? As Burgess and Lund (19
note, the vector representations correlate
human performance in tasks thought to
meaning. For example, Lund, Burgess,
Atchley (1995) demonstrated that similar
among vectors correlated with degree of pr
ing in a lexical decision task. Burgess and Lu
(1997) used the vectors to simulate catego
tion. That is, they identified words in seve
categories (animal types, body parts, cities,
geographical locations) and submitted the
responding vectors to a multidimensional s
ing (MDS) procedure. The scaling proced
roughly grouped the vectors into their cate
ries, although there were some notable m
groupings. For example, the vectors for “fing
and “leg” were closer in the MDS space to “c
and “mouse” than to “hand” or “foot.”

Landauer and Dumais (1997) offer LSA a
theory of acquisition, induction, and repres
tation of knowledge. In this theory, words a
also represented as vectors derived from
occurrence in text, but there are a numbe
differences between LSA and HAL. In derivi
the LSA vectors, one first selects a “sema
space”; that is, a set of contexts. Landauer
Dumais (1997) describe one space as consi
of the first 2000 characters in each of 30,
articles in the electronic version of Grolie
Academic American Encyclopedia. Each of
30,473 articles is assigned a column in the
trix, and each of the 60,000 some words
assigned a row. The entries in the matrix are
number of times in which a word occurs in
context (article). These entries are logarith

1 As a shorthand description, we refer to HAL and L
atrices and vectors as coding co-occurrence. Noneth

ocal word-to-word co-occurrence may be of less im
ance than global co-occurrence, which is “the weig
ollection of local co-occurrences or the context histor
word” (quoted from Curt Burgess’s review of the ma
cript upon which is article is based).
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381SYMBOL GROUNDING AND MEANING
cally transformed and subjected to a sing
value decomposition (SVD). SVD is similar
effect to factor analysis or the computation
eigenvalues. The result of the SVD analysi
the extraction of about 300–400 important
mensions and each word’s values on the dim
sions. Thus, each word is eventually represe
as a vector of about 300–400 numbers.

Landauer and Dumais make a number
claims for LSA vectors. As examples, they n
that a radical interpretation of their resu
(which does not seem to be disavowed by
authors), takes LSA “as a possible theory ab
all human knowledge acquisition, as a hom
logue of an important underlying mechanism
human cognition in general” (p. 212). Mo
specifically, “we suppose that word meani
are represented as points . . . in k dimensiona
space . . .” (p. 215) and that an appropriate
of dimensions may be considered “a unifi
representation of knowledge” (p. 217). A
though Landauer and Dumais discuss the s
bol grounding problem (reviewed later in t
article), they also suggest that “the LSA res
have shown [that] the vast majority of refer
tial meaning may well be inferred from expe
ence with words alone” (p. 227); that is, fro
noting which words occur in which contexts

Landauer and Dumais also apply LSA
sentence and discourse understanding. A
tence is represented as the average of the
tors of the words it contains, and the cohere
between sentences is predicted by the cosin
the angle (in multidimensional space) betw
the vectors corresponding to successive sente
They claim that LSA averaged vectors cap
“the central meaning” of passages (p. 231).

Like Burgess and Lund, Landauer and D
mais offer a variety of demonstrations in s
port of these claims. First, LSA can retrie
documents that are meaningfully related to q
ries that do not contain the same words as
documents (Deerwester, Dumais, Furnas, L
auer, & Harshman, 1990). Second, LSA
mimic performance of nonnative English spe
ers who take the Test of English as a Fore
Language. That is, LSA vectors can pick
synonyms about as effectively as the nonna

English speakers (Landauer & Dumais, 1994)
r

s

-
d

f

e
t

-
f

-

n-
c-
e
of
n
es.

-

-
e
-

-
n
t
e

Third, LSA’s rate of growth of knowledge (p
paragraph of text) is comparable to some m
sures of knowledge growth in children (Lan
auer & Dumais, 1997). Fourth, LSA avera
sentence vectors can predict coherence j
ments (Landauer & Dumais, 1997). Fifth, LS
vectors can be used to score essays (Land
Laham, Rehder, & Schreiner, 1998), altho
the procedure appears to depend on first ha
humans score a subset of the essays.

HAL and LSA have achieved an impress
number of demonstrations of their predictive
correlational) validity. But, can they be theor
of human meaning? It is not controversial th
word (i.e., a sequence of letters or sounds
nothing more than an abstract symbol arbitra
related to its referent (what the word refers
and thus each word is in need of some sor
definition or grounding. Both HAL and LS
appear to be proposing that the meaning o
abstract symbol (a word) can arise from
conjunction of relations to other undefined
stract symbols; that is, that meaning arises f
the conjunction of relations implicit in the HA
and LSA matrices. Will this work? Searle
(1980) Chinese Room Argument is mean
demonstrate that abstract, arbitrary symb
such as words, need to be grounded in so
thing other than relations to more abstract a
trary symbols if any of those symbols are to
meaningful.

Consider a thought experiment (adapted f
Harnad, 1990, and related to the Chinese R
Argument) that suggests that something crit
is missing from HAL and LSA. Imagine th
you just landed at an airport in a foreign coun
and that you do not speak the local language
you disembark, you notice a sign printed in
foreign language (whose words are arbitr
abstract symbols to you). Your only resourc
a dictionary printed in that language; that is,
dictionary consists of other arbitrary abstr
symbols. You use the dictionary to look up
first word in the sign, but you don’t know th
meaning of any of the words in the definitio
So, you look up the first word in the definitio
but you don’t know the meaning of the words
that definition, and so on. Obviously, no ma

.how many words you look up, that is, no matter
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382 GLENBERG AND ROBERTSON
how many structural relations you determ
among the arbitrary abstract symbols, you
never figure out the meaning of any of
words. This is the symbol grounding probl
(Harnad, 1990): To know the meaning of
abstract symbol such as an LSA vector or
English word, the symbol has to be grounde
something other than more abstract symbo

Consider three solutions to the sym
grounding problem. The first is to depend
perception. On this solution, part of langua
acquisition requires instruction in mapping
cognitive abstract arbitrary symbols to spec
referents. Whereas that is easy to say, there
been no demonstrations of how this might
done (Barsalou, 1999). The problem is da
ing: How does stimulation in all of its senso
richness and situational particularities beco
stripped down to an arbitrary, amodal, abst
symbol? There are several logical proble
also. Most abstract symbol systems are Ari
telian: a symbol is either assigned to a perc
tion or not (in contrast to fuzzy systems, Od
1984, 1987). However, to a great degree
natural world is not Aristotelian but continuo
and overlapping. The symbol grounding pr
lem is just as daunting in going the other dir
tion, from thought to the world. We can imag
a symbol manipulation system deriving re
tions among symbols through logical or co
putation processes; that is, like LSA determi
similarity among vectors by computing the
sine between the vectors. But how does
system know what the symbols are about;
is, what it is thinking about? Again, the soluti
appears to be to map the cognitive symbols
their real-world referents. Putnam (as discus
in Lakoff, 1987) has demonstrated the impo
bility of this solution. In brief, Putnam demo
strates how any system of relations among
stract symbols can be mapped onto a g
variety of different real-world referents havi
the same relations (just as a set of mathema
equations can be mapped onto a great varie
real-world constructs). Thus, there is no way
the system to know with certainty what it
thinking about.

A second solution to the symbol ground

problem is offered by both Landauer and Du-
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mais (1997) and Burgess and Lund (199
Landauer and Dumais summarize the sym
grounding problem by noting, “But still, to b
more than an abstract system like mathem
words must touch reality at least occasiona
(p. 227). Their proposed solution is to enco
along with the word stream, the streams fr
other sensory modalities. “Because, purely
the word–word level, rabbit has been indirec
preestablished to be something like dog, ani
object, furry, cute, fast, ears, etc., it is much
mysterious that a few contiguous pairings of
word with scenes including the thing itself c
teach the proper correspondences. Indeed, i
judiciously added numerous pictures of sce
with and without rabbits to the context colum
in the encyclopedia corpus matrix, and filled
a handful of appropriate cells in the rabbit a
hare word rows, LSA could easily learn that
words rabbit and hare go with pictures conta
ing rabbits and not to ones without, and
forth” (p. 227). Burgess and Lund (1997) of
a similar solution, “We do think a HAL-lik
model that was sensitive to the same co-oc
rences in the natural environment as a hum
language learner (not just the language stre
would be able to capitalize on this additio
information and construct more meaningful r
resentations” (p. 29).

There are several reasons to question
solution. First, the solution is not implemen
in either LSA or HAL. Second, the solutio
appears to presuppose that the symbol gro
ing problem has been solved. For example
implement the procedure Landauer and Dum
suggest, the LSA program would need to kn
which pictures (or real-life scenes) actually c
tained rabbits and which did not in order to a
the pictures as separate columns to the ma
Furthermore, the symbol grounding probl
needs to be solved for the program to kn
which rows in the matrix (words) should
incremented for each picture. Third, there
empirical grounds for questioning this soluti
Suppose that a child’s sole exposure to langu
was through watching television. The au
channel contains information similar to t
word stream that LSA is exposed to. The vid

channel implements a second sensory modality,
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383SYMBOL GROUNDING AND MEANING
as suggested by the proposed solution to
symbol grounding problem. However, bo
Pinker (1994) and Ervin-Tripp (1973) discu
data indicating that children cannot learn a
guage solely from watching TV. Finally, as
demonstrate below, even if all of these pr
lems could be solved, the sort of informat
encoded in HAL and LSA vectors appears to
in principle, insufficient for ordinary langua
understanding.

The third solution to the symbol groundi
problem, but one that is incompatible with b
LSA and HAL, is to drop the assumption th
meaning is based on abstract symbols arbitr
related to their referents. This type of solutio
being used by an increasing number of resea
ers (e.g., Barsalou, 1999; Glenberg, 19
Lakoff, 1987; MacWhinney, 1998; Newto
1996) investigating meaning from the persp
tive of embodied cognition. Here we sketch o
such solution based on Glenberg (1997; G
berg & Robertson, 1999) that provides an al
native to LSA and HAL. This alternative
contrasted with LSA and HAL in the followin
experiments.

Glenberg (1997) proposed that cognit
evolved to coordinate effective action; that
action that enhances survival and reproduc
success given the constraints of a particular
of body. The structure of the body is en
mously important in choosing effective actio
For example, when faced with a dangerous
uation, effective actions for a mole, a bird, a
a human are quite different. Given the imp
tance of action for survival, and given th
meaning of a situation is a cognitive constru
Glenberg (1997) suggested that the meanin
a particular situation for a particular anima
the meshed (i.e., coordinated) set of act
available to that animal in that situation.

This set of actions depends on several c
ponents. First, the set of actions (and thus m
ing) depends on the affordances (Gibson, 19
of the situation.2 Affordances are based on t
relation between objects and bodily abiliti

2 Unlike Gibson, however, we do not claim that aff-
ances are necessarily directly perceived. At the very

earning can lead to the detection of new affordance

iscussed later.
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For example, a chair affords sitting to bein
with humanlike bodies, but it does not affo
sitting for elephants. A chair also affords p
tection against snarling dogs for an adult ca
ble of lifting the chair into a defensive positio
but not for a small child. Second, the set
actions depends on the individual’s learn
history, including personal experiences of
tions and learned cultural norms for acti
Thus, a chair on display in a museum affo
sitting, but that action is blocked by cultu
norms. Third, the set of actions depends on
individual’s goals for action. A chair can
used to support the body when resting is
goal, and it can be used to raise the body w
changing a light bulb is the goal.

These determinants of action are meshe
form a coordinated set of actions. Meshing
fordances, experiences, and goals requires
the various types of actions be integrated
manner that respects intrinsic constraints
bodily activity that arise from biology and phy
ics. That is, in a real body not all actions can
combined. For example, a real human b
cannot simultaneously sit and jump, althoug
can sit and eat or sit and swing its legs. T
various components of meaning (affordan
experiences, and goals) can be meshed be
they are all realized in the domain of bod
activity rather than in abstract, amodal, arbitr
representations. When affordances, exp
ences, and goals are successfully meshed,
form a coherent, doable, and envisionable s
actions: the individual’s meaningful constr
of the situation.

Glenberg and Robertson (1999) develo
the Indexical Hypothesis to relate the gen
theory of embodied cognition to language co
prehension. According to this hypothesis,
derstanding a sentence such as “Jareb stoo
the chair to change the light bulb” requires th
processes. The first is to index phrases to a
objects or analogical perceptual symbols (B
salou, 1999) representing the objects. Thus
noun phrase “the chair” may be taken to refe
an actual chair in the perceiver’s environmen
indexed to a prototypical representation o
chair that retains perceptual information; tha
t,
s

a perceptual symbol. Barsalou (1999), Barsalou,
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384 GLENBERG AND ROBERTSON
Solomon and Wu (1999), and Horton (19
present evidence demonstrating the reality
perceptual symbols. The second step is to
the indexed object or perceptual symbol to
rive affordances. The third step is to mesh
affordances guided by the syntax of the s
tence (Kaschak & Glenberg, 2000). Thus,
meshes the affordances of the chair and of J
so that Jareb is on the chair rather than,
under the chair. A sentence is meaningful
particular reader to the extent that the reader
mesh the objects and activities as directed
the sentence. If for a particular reader “Jar
was a pet fish or a baby, the sentence would
make sense because chairs do not afford s
ing-on for fish or babies.

As another example, consider the differe
between sentence (1a) and (1b).

(1a) After wading barefoot in the lake, Erik used
his shirt to dry his feet.

(1b) After wading barefoot in the lake, Erik used
his glasses to dry his feet.

Sentence (1a) makes sense, but sentence
does not. Why not? Sentence (1b) is gramm
ical, propositions can be formed and embed
and as we demonstrate below, the associ
relation between “glasses” and “dry” is just
strong (or weak) as that between “shirt” a
“dry.” The reason sentence (1b) does not m
sense is because the affordances of glass
not mesh with the actions required to dry on
feet. On the other hand, it is trivial to ma
sentence (1b) sensible by simply changing
affordances of the referent of “glasses.” So
we learned that Erik was clowning around a
wearing a large pair of glasses carved out
sponge, we can envision the mesh of gla
and drying. The point is that understanding
sentence requires knowing the affordance
the referents.

The indexical hypothesis and high-dim
sional theories of meaning (LSA and HA
differ in several ways. First, the cognitive e
ments of the indexical hypothesis (e.g., af
dances and perceptual symbols) are not
trarily related to what they represe
Affordances are directly related to the inter

tion of bodily capabilities and the situation.
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Thus, part of the symbol-grounding problem
eliminated. One need not search for the m
ping between abstract arbitrary symbols
objects in the world. Instead, the cognitive e
ments can be matched to perceptual experie
Second, understanding relies on combin
(meshing) affordances, not on associating
stract properties. Thus, the indexical hypoth
is a type of mental model theory (e.g., Johns
Laird, 1983) in that mental representations
language are representations of a situation
the affordances of a situation) rather tha
mental representation of the language its
Third, the process of combination (mesh) re
on intrinsic constraints on coherent action ra
than on formal, extrinsic, mathematical, or lo
ical rules. We used these differences to for
late the experiments.

Experiments 1 and 2 demonstrate that w
people judge as sensible depends on the me
affordances rather than on formal proper
determined by LSA. Experiment 3 demonstra
that affordances are taken into account w
interpreting linguistic innovations such as “T
newsboy porched the newspaper” (Clark
Clark, 1979). We draw two conclusions fro
this work. The first is that high-dimension
theories such as LSA and HAL are inadequ
accounts of human meaning because the
bols (high dimensional vectors) are
grounded. The second conclusion is that a m
promising account of meaning is based on
bodiment theory.

EXPERIMENT 1

Landauer and Dumais (1997) applied LSA
text comprehension and the measuremen
coherence. First, they determined an LSA v
tor representation for a sentence as the ave
vector of the words contained in the senten
Then, coherence between sentences was
sured as the cosine of the angle between
vectors. The coherence of a paragraph is
average cosine between successive sente
This LSA measure of coherence is highly c
related with “empirical comprehension scor
(Landauer & Dumais, 1997). Landauer and

mais summarize this finding by noting that
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385SYMBOL GROUNDING AND MEANING
“LSA, by capturing the central meaning of t
passages appears to reflect the differential
tions among sentences that led to compre
sion differences” (p. 231). Of course, this c
relational result must be treated with so
caution. It may well be the case that cohe
passages tend to have adjacent sentences
words that have similar LSA vectors. Nonet
less, that does not strongly imply that the
tistical factors that underlie LSA vector simila
ity (occurrence of words in similar contexts)
the same factors that underlie coherence am
sentences. We decided to examine this cor
tional result in both an experimental context
a correlational context.

We constructed 18 scenarios; two exam
are given in Table 1. Each scenario began
one or more context-setting sentences. T
were three versions of a critical sentence. In
Afforded version, the affordances of the obje
could be meshed to result in a coherent ac
that accomplished the character’s goal. For
ample, Marissa could use her sweater stu

TAB

Two Example Scenarios a

etting: Marissa forgot to bring her pillow on her camp
fforded: As a substitute for herpillow, she filled up an
leaves.

onafforded: As a substitute for herpillow, she filled up
with water.
elated: As a substitute for herpillow, she filled up an o
clothes.

etting: Mike was freezing while walking up State Stre
He knew that he had to get his face covered pretty
frostbite.
Unfortunately, he didn’t have enough money to buy

fforded: Being clever, he walked into a store and bou
cover hisface.

onafforded: Being clever, he walked into a store and
to cover hisface.
elated: Being clever, he walked into a store and bou
cover hisface.

Note.Central concepts are italicized; distinguishing c
with leaves as a pillow, and Mike could use the
a-
n-

t
ith
-
-

g
a-

s
h
re
e

n
-
d

newspaper to protect his face from the wind
the Nonafforded versions, the objects canno
(easily) meshed to accomplish the charac
goal. For example, it is difficult to envision ho
a matchbook can afford protection from a br
wind. Importantly, these sentences were c
structed to have similar LSA values. That is,
cosine of the LSA vector for the Afforded se
tence compared to the context-setting sente
is virtually identical to the cosine of the LS
vector for the Nonafforded sentence compa
to the context-setting sentences. Thus, to
extent that the cosines are a measure of co
ence, and to the extent that LSA captures
central meaning of the passages, people o
to judge the sentences as equally sensible.

Each scenario also had a third critical s
tence that we called Related. For this sente
the affordances could be coherently meshed
there was a relatively large LSA cosine betw
two critical words within the sentence, the c
tral concept and the distinguishing conce
Thus, “clothes” has a relatively large cos

1

LSA Values for Experiment 1

LSA cosines

Sentence to
setting

Central to
distinguishing

trip.
sweater with

.58 .08
old sweater

.55 .06
weater with

.63 .24
into a brisk wind.
n or he would get

carf.
t aewspaperto

.38 .06
ught amatchbook

.42 .03
ai-mask to

.41 .46

cepts are in boldface.
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386 GLENBERG AND ROBERTSON
with “pillow” and “ski-mask” has a relativel
large cosine with “face.”

Method

Participants. The 24 participants were st
dents enrolled in introductory psycholo
classes at the University of Wisconsin—Ma
son. They received extra credit in exchange
their participation.

Materials.A total of 18 scenarios were co
tructed.3 For each scenario, several LSA cos

measures were determined.4 The means an
tandard deviations of these measures are
ented in Table 2. The first measure is
ritical-sentence to setting-sentence cosine.
eans for the three types of critical senten
ere very similar. In fact, there was not a s
ificant difference among the conditio
(2,34) 5 .38, MSe 5 .001. A cosine of .4

seems to be a fairly high degree of similarity
coherence); the paragraphs examined by L
auer and Dumais (Fig. 5 in that article) app
to have average cosines of .18 to .25.

Because the cosines for a sentence are b
on the average LSA vectors for the words in
sentence, and because the critical sentence
fered by only a word or two, the cosines

3 All materials may be found at http://psych.wisc.e
lenberg/jml_g&r.html.

4 The LSA website at http://lsa.colorado.edu/ was-
cessed to calculate these cosines. We used the tasaAll
in which the LSA matrix is based on the occurrence
92,409 unique terms in 37,651 contexts selected
“texts, novels, newspaper articles, and other informat
The SVD decomposition of this space yields vectors w
maximum of 419 dimensions. The scenarios and LSA
ues are available at http://psych.wisc.edu/glenb

TAB

Characteristics of the 18 Scenarios Used

Critical sentence

LSA cosines

Sentence to
setting

Centr
distingu

Afforded .42 (.20) .06 (
Nonafforded .43 (.18) .06
Related .43 (.17) .25
jml_g&r.html.
r

e-
e
e
s

d-
r

ed

if-

constrained to be similar. Thus, we decided
analyze another LSA measure of relatednes
sensibility, namely the cosines between a c
tral concept in the critical sentence and
concepts that distinguish among the critical s
tences. The central concepts were chose
consensus. Thus, for theMike example in Tabl
1, the central concept for the critical sente
was face, and the distinguishing concepts w
newspaper, matchbook, and ski-mask.
mean cosines between the LSA vector for
central concept and the LSA vectors for
distinguishing concepts are given in Table 2
the central-to-distinguishing column. There
significant differences among these cosi
F(2,34)5 40.82,MSe 5 .005. The differenc
between the mean for the Related condi
compared to the average of the Afforded and
Nonafforded conditions was significa
t(17) 5 6.84,SE5 .03. However, the differ
ence between the Afforded and the Nonaffor
conditions was negligible,t(17) 5 .05, SE 5
01.

Table 2 also presents data on the numbe
yllables in the distinguishing concepts and
ucera and Francis (1967) frequencies of
istinguishing concepts (the sum of the frequ
ies of the singular and plural forms). For nu
er of syllables,F(2,34) 5 1.69, MSe 5 .62.
or frequency,F(2,34) 5 .11, MSe 5 9084.
Procedure. Each participant received tw

forms, one for making sensibility judgmen
and one for making envisioning judgments. T
order in which the forms were used was co
terbalanced over the participants. Each f
presented the 18 scenarios; that is, the con

ce,

”

-
/

2

xperiment 1 (Standard Deviations in Parentheses)

ng

Syllables in
distinguishing

concept

Kucera and Franc
Frequency of
distinguishing

concepts

) 3.00 (1.33) 60.1 (107.6)
) 3.06 (1.43) 45.4 (101.7)
) 2.61 (1.24) 50.2 (69.4)
LE

in E

al to
ishi

.06
(.05
(.12
setting sentences as well as the three critical
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387SYMBOL GROUNDING AND MEANING
sentences. The order of the critical senten
was counterbalanced so that all six orders o
three sentences occurred equally often. Pa
pants were instructed to read the context-se
sentences and then to judge each of the cr
sentences within that context. The sensib
judgments used a scale of 1 (virtual nonse
to 7 (completely sensible). The envisioning
ings used a scale of 1 (impossible to imagine
7 (easy to imagine).

Results

The means for the two types of ratings
presented in Table 3. The ratings were analy
using a two-factor analysis of variance.F ratios
eported asF1 are when using participants
he random variable, andF ratios reported a
2 are when using texts as the random varia
e used a Type I error rate of .05 for

nalyses. The first factor, First Judgment (S
ibility rating first or Envisioning rating first
as manipulated between subjects, and the
nd factor, Condition (Afforded, Nonafforde
nd Related), was manipulated within subje
onsider the sensibility ratings first. There w

large effect of Condition,F1(2,44) 5
82.94, MSe 5 .23; F2(2,34) 5 160.37

MSe 5 1.48. Importantly, although LSA valu
cannot distinguish between the Afforded a
the Nonafforded conditions, people c
t1(23) 5 18.80; t2(17) 5 11.30.Also, there
was a significant difference between the
forded and Related conditions,t1(23) 5

TABLE 3

Sensibility and Envisioning Ratings for Experiment 1

Critical sentence Sensibility Envisionin

Sensibility ratings first
Afforded 4.32 4.94
Nonafforded 1.31 1.58
Related 6.10 6.40

Envisioning ratings first
Afforded 4.84 4.88
Nonafforded 1.19 1.47
Related 6.52 6.17
2.50; t2(17) 5 5.11. Finally, there was also
s
e
i-
g
al

)
-
o

d

.

-

c-

.

,

a marginally significant interaction between
two factors. After people had performed
envisioning ratings, the sensibility judgme
for the Afforded and Related sentences
creased, whereas the sensibility judgments
the Nonafforded sentences decrea
F1(2,44) 5 3.01, MSe 5 .23, p 5 .06;

2(2,34) 5 14.17,MSe 5 .07.
The same type of analyses were condu

or the Envisioning ratings. Again, there wa
arge effect of Condition,F1(2,44)5 677.93
MSe 5 .21; F2(2,34)5 158.97,MSe 5 1.36.
The difference between the Afforded and
Nonafforded conditions was quite reliab
t1(23) 5 25.96; t2(17) 5 12.29, as was th
difference between the Afforded and the
lated conditions,t1(23) 5 10.00, t2(17) 5
4.54. Theinteraction was not significant,F1,
F2 , 1.

We also examined how well the LSA ratin
could predict sensibility ratings within the c
egories of Afforded, Nonafforded, and Rela
sentences. To compute these correlations
obtained the mean Sensibility and Envision
ratings for each of the 18 Afforded, Non
forded, and Related Sentences and corre
these ratings with the LSA central-to-dist
guishing cosines. These correlations are
sented in Table 4. None of the correlations w
the LSA cosines was significant. The low c
relations are not because there is no variab
in the LSA ratings (see Table 2). In fact,
LSA cosines correlated fairly highly with ea
other. For example, the correlations between
Afforded central-to-distinguishing LSA cosin
and the Nonafforded central-to-distinguish
cosines was .59, and the correlation betwee

TABLE 4

Correlations with Sensibility Ratings for Experiment

LSA
sentence to

setting

LSA
central to

distinguishing
Envisioning

ratings

Afforded .04 .07 .96*
Nonafforded .18 2.15 .90*
Related 2.24 .31 .94*
* p , .05.



on
the
th
gs
6.

(Af
en
se
Fu
(o
s,
su

o
ce

b
sen
ce

late
ex

he
a

ha
sti
e
use
one
be
ha
nd
af

fer
an
ne
the
co

is
e:
n b
ves
ar

the
nce
thr
irst

b

ond,
a
e in
pro-
s or
ctly
A
or-

ean
f-

rtain
hing
onal

the

be-
aged
n
ad-
ed
ut as
y do
er-
rtic-
ly as
ych.

are
wo
ean-

) if
bers
sso-
he

wer

not
her
ords
rges
ry,

ord
sit
end-
be
om
ad,
lled

388 GLENBERG AND ROBERTSON
Afforded and Related cosines was .50. In c
trast to the failure of LSA cosines to predict
Sensibility ratings, the correlations between
Envisioning ratings and the Sensibility ratin
were highly significant, ranging from .90 to .9

Discussion

People can distinguish between sensible
forded) and less sensible (Nonafforded) s
tences quite easily, even when LSA analy
suggest that the sentences are equivalent.
thermore, the LSA measures do not strongly
significantly) predict the sensibility rating
whereas envisioning ratings do. These data
port the Indexical Hypotheses and the idea
embodied meaning. Apparently, senten
make sense when the affordances can
meshed as directed by the syntax of the
tence. Nonetheless, the Afforded senten
were rated as less sensible than the Re
sentences. We think that there is a simple
planation for this difference. According to t
Indexical Hypothesis, meshing depends on
individual’s experiences. Thus, if a person
experienced newspapers ripping apart in a
wind, that person will have a difficult tim
understanding how Mike could successfully
a newspaper to block the wind. Or, if some
sleeps so lightly that his or her rest would
disturbed by the crackling of leaves, then t
person would have a difficult time understa
ing how Marissa could successfully use a le
stuffed sweater as a pillow. Given these dif
ences in personal experiences, habits,
bodies, it is not surprising that not everyo
would derive the same understanding of
sentences that the experimenters did when
structing the stimuli.

An alternative interpretation of the data
that we simply tapped into world knowledg
That is, people have learned that leaves ca
used for pillows and newspapers for scar
Certainly, the fact that these objects afford p
ticular actions is uncontroversial, but did
knowledge of this come about from experie
in using newspapers as scarves? There are
reasons to believe that the answer is “no.” F
when we created the scenarios, we tried to

creative: to use objects in ways that we had
-

e

-
-
s
r-
r

p-
f
s
e
-
s
d
-

n
s
ff

t
-
-
-
d

n-

e
.
-

ee
,
e

never or rarely experienced them used. Sec
we think it extremely unlikely that if given
central concept (e.g., pillow or face) as a cu
a free-association test, that anyone would
duce the distinguishing concepts (e.g., leave
newspaper). Third, the LSA data make exa
this point. That is, low- (close to zero) LS
cosines indicate that two words appear in
thogonal contexts. Thus, given that the m
central-to-distinguishing cosine for the A
forded sentences is only .06, we can be ce
that the central concepts and the distinguis
concepts have appeared in nearly orthog
contexts. Nonetheless, the participants rated
Afforded sentences as very sensible.

Might these results have been obtained
cause the experimental participants are eng
in a type of explicit problem solving (“How ca
a newspaper stop the wind?”) instead of re
ing? Our intuitive sense is that the Afford
sentence are read and understood just abo
easily as the Related sentences and that the
not engender explicit problem solving. Furth
more, an experiment demonstrating that pa
ipants read the Afforded sentences as quick
Related sentences is reported at http://ps
wisc.edu/glenberg/jml_g&r.html.

For most theories of meaning, the results
impossible or at least surprising: How can t
concepts such as face and newspaper be m
ingfully related (as is apparent in the ratings
they are not semantically related (e.g., mem
of the same category) and if they are not a
ciated by virtue of common experience? T
embodiment framework provides an ans
that is so intuitively obvious that it leads toF
values over 600. The meaning of a word is
given by its relations to other words and ot
abstract symbols. Instead, the meaning of w
in sentences is emergent: Meaning eme
from the mesh of affordances, learning histo
and goals. Thus the meaning of the w
“chair” is not fixed: A chair can be used to
on, or as a step stool, or as a weapon. Dep
ing on our learning histories, it might also
useful in a balancing act or to protect us fr
lions in a circus ring. A newspaper can be re
but it can also serve as a scarf. And, when ro

up, a newspaper can be used to reach under a
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389SYMBOL GROUNDING AND MEANING
bed to retrieve an errant slipper. One need
have previously read about newspapers ret
ing slippers to know that it is sensible. Inste
knowledge of the affordances of newspap
obtained either from perception or from anal
ical perceptual symbols is critical. Then, o
can determine if the affordances (e.g., of ro
up newspapers and errant slippers) can
meshed to accomplish the goal.

EXPERIMENT 2

In this experiment the participants ma
judgments of sensibility and envisionability
sentences within a context, much as in Exp
ment 1. Experiment 2 differed from Experime
1 in several important ways, however. First
Experiment 1, a given distinguishing conc
was always afforded (e.g., newspaper) or n
afforded (e.g., matchbook). Thus, one mi
argue that we just happened to pick nonaffor
objects that were in some way less sensible
the afforded objects. In Experiment 2, a par
ular object was equally often afforded and n
afforded. Also, we constructed sets of obje
that were, even when nonafforded, similar to
afforded objects. The objects in a set were
ferentiated only by a modifier. For example (
Table 5), the two objects in one set were “c
ing tile” and “floor tile.” Both of these objec
were used equally often as afforded and no
forded objects. Second, in Experiment 1,
each scenario a participant judged the Afford
Nonafforded, and Related sentences suc
sively (albeit in a counterbalanced order). T

TAB

Example Stimulus Set for Experiment 2 (L

Setting: Kate was cleaning her kitchen on Sunday mo

Object 1: Ceiling tile
Afforded: Since she couldn’t reach the ceiling, she s

ceiling tile. (.35)
Nonafforded: She got down on her hands and knee

Object 2: Floor tile
Afforded: She got down on her hands and knees to
Nonafforded: Since she couldn’t reach the ceiling, s

her floor tile. (.33)
contrast between the sentences may have i
t
-

,
s
-

e

i-

t
-
t
d
n

-
-
s

-

f-
r
,
s-

duced a task demand to use different value
the rating scales. In Experiment 2, for e
scenario a participant rated only one sente
relative to the context sentences. Third, we u
a new set of stimuli to obtain different LS
ratings so that our results would not be dep
dent on just a few, perhaps unrepresenta
sentences.

Method

Participants. The 40 participants were st
dents enrolled in introductory psycholo
classes at the University of Wisconsin—Ma
son. They received extra credit in exchange
their participation.

Materials. A total of 17 scenarios were co
structed (see Table 5 for an example; all scen
are available at http://psych.wisc.edu/glenb
jml_g&r.html). Each scenario consisted of a c
text-setting sentence followed by one of four c
ical sentences. Two of the critical sentences
Object one (e.g., ceiling tile), and two critic
sentences used Object two (e.g., floor tile). Ob
one and Object two were described by phr
using the same head noun but different modifi
Each object was used in an Afforded sente
once and a Nonafforded sentence once. Bec
of the various constraints on stimulus const
tion, some of our Nonafforded sentences ca
envisioned with a bit of elaboration of the sit
tion. For example, if one of Kate’s ceiling tiles h
been removed from the ceiling, then one co
easily imagine how Kate could get on her ha

5

Sentence-to-Setting Cosines Are in Parentheses)

g after a big party she had the night before.

k her broom up in the air to try to get a piece of gum

scrape the beer stains off the ceiling tile. (.31)

ape the beer stains off the floor tile. (.28)
stuck her broom up in the air to try to get a piece of g
LE

SA

rnin

tuc

s to

scr
he
n-and knees to scrape off the beer stains. Thus,
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390 GLENBERG AND ROBERTSON
Afforded and Nonafforded should be treated
relative rather than absolute.

For each scenario, we determined the L
cosine between the context-setting sentence
each of the four critical sentences. The mean
the Afforded sentences was .31, and the m
for the Nonafforded sentences was .30. T
difference was not significant,F(1,16)5 1.18,
MSe 5 .001. There were no significant diffe-

nces due to the two objects or the interactio
bject and affordance condition, bothFs , 1.
The scenarios were presented in an arbitr

ut fixed, order. On one of the four stimu
orms, approximately four of the scenarios
luded Object one in the Afforded conditio
our included Object one in the Nonafford
ondition, four included Object two in the A
orded condition, and four included Object t
n the Nonafforded condition. We then crea
hree additional stimulus forms so that acr
he four forms a given scenario appea
qually often with each critical sentence. T

our stimulus forms were used for both Sen
ility ratings and for Envisioning ratings b
imply changing the instructions printed on
op of the form (using the same scales a
xperiment 1). Combinations of stimulus for
enerated eight between-subject groups for
y the factorial combination of form (1–4) a
rder of the ratings (Sensibility ratings bef

he Envisioning ratings or the reverse order
Procedure. After signing consent form

articipants were randomly given one of
ight sets of forms. Instructions for the ratin
ere essentially identical to those used

TABLE 6

Sensibility and Envisioning Ratings for Experiment 2

Critical sentence Sensibility Envisionin

Sensibility ratings first
Afforded 5.34 6.12
Nonafforded 2.25 2.88

Envisioning ratings first
Afforded 5.89 5.88
Nonafforded 1.96 2.92
xperiment 1.
s

nd
r
n

s

f

y,

s

-

n

d

esults

The means for the two types of ratings
resented in Table 6. The ratings were analy
sing a three-factor analysis of variance.
rst factor, First Judgment (Sensibility rati
rst or Envisioning rating first) was manip
ated between subjects. The within-subject
ors were Condition (Afforded, Nonafforde
nd Object (One or Two). Consider the Se
ility ratings first. There was a large effect
ondition,F1(1,38)5 175.59,MSe 5 2.81;
2(1,16) 5 54.16, MSe 5 7.82. No othe

effects were significant. Once again, altho
the LSA values were virtually identical, peop
had no trouble discriminating between the
forded and Nonafforded sentences.

The same types of analyses were condu
for the Envisioning ratings. Again, there wa
large effect of Condition,F1(1,38)5 294.51
MSe 5 1.30;F2(1,16)5 80.44,MSe 5 4.10.
No other effects were significant in analyses
both participant and text.

We also examined the relation between
LSA cosines and the participant’s Sensibi
ratings. The correlations were based on the
LSA sentence-to-setting cosines for the
forded sentences (i.e., two afforded sente
for each of the 17 settings), the 34 LSA s
tence-to-setting cosines for the NonAfford
sentences, the average Envisioning ratings
the sentences, and the average Sensibility
ings for the sentences. The results are in T
7. The LSA cosines for the Afforded senten
did not correlate with the Sensibility ratings
the Afforded sentences. However, the LSA
ings for the Nonafforded sentences did sign
cantly correlate with the Sensibility ratings
the Nonafforded sentences. As we reported

TABLE 7

Correlations with Sensibility Ratings for Experiment

LSA sentence
to context

Envisioning
ratings

fforded 2.08 .67*
onafforded .49* .88*
* p , .05.
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391SYMBOL GROUNDING AND MEANING
Experiment 1, the Envisioning ratings we
highly correlated with the Sensibility ratings
both the Afforded and the Nonafforded s
tences.

Discussion

The results are very similar to what we o
served in Experiment 1. Namely, people
easily and reliably discriminate between
sensibility of the Afforded and the Nonafford
sentences even though the average LSA co
(ostensibly a measure of meaning and co
ence) are virtually identical for the two con
tions. Furthermore, the Envisioning ratin
strongly correlate with the Sensibility ratings,
would be expected if people judge sensibility
how well affordances can be meshed. Clea
the results from Experiment 1 were not due
an odd choice of stimuli or task demands.

EXPERIMENT 3

This experiment presents a new type of c
lenge to high-dimensional theories of mean
as well as to many other formal theories
language comprehension. We examined
ple’s understanding of denominal verbs; tha
verbs made out of nouns (Clark & Clark, 197
These verbs are illustrated by the sente
“John bicycled to town” (from Clark & Clark
1979) and “Ray toilet papered the front yar
As Clark and Clark note, these sorts of verbs
extremely common in English; Clark and Cla
present a classification of more than 1300
nominal verbs. More interesting for our p
poses are what Clark and Clark call innovatio
denominal verbs made up (and understood
the spot. Two examples from Clark and Cl
are “The newsboy porched the newspaper”
“My sister Houdini’ed her way out of the locke
closet.”

Clark and Clark propose an innovative
nominal verb convention that, supposedly
used in understanding these innovative ve
The convention is that when using such a v
a speaker means to denote (a) the kind of
ation that (b) the speaker believes that the
tener can, on this occasion, (c) easily and
uniquely compute on the basis of (e) mut

knowledge so that (f) the parent noun plays on
es
r-

,

-

-
,

s

e

-

:
n

d

s.
,
-
-
)
l

role in the situation and the remaining surf
arguments of the denominal verb denote o
roles in the situation. Of particular interest is
format of the mutual knowledge and how
computations are achieved. Sometimes it is
ficient to simply treat the noun in a stand
sense. Thus, “to bottle beer” means to use
tles in their ordinary capacity. A semantic me
ory listing of the ordinary uses of a bottle mig
allow one to understand this use of the deno
nal verb. However, Clark and Clark note t
understanding many innovations requ
knowledge of unique characteristics of indiv
uals, time, place, and physical properties
other words, something very close to aff
dances. Thus, affordances of the objects ne
be derived from physical properties to interp
“bottled” in, “We were stoned and bottled
the spectators as we marched down the st
(from a BBC broadcast as quoted in Clark
Clark).

Now, how is the computation [part (d) of t
convention] performed to reach an understa
ing? As Clark and Clark note, salient charac
istics of the noun and the situation are critic
and we must be able to combine the parent n
in one role with roles given by other parts of
sentence. But, it is not sufficient to just put
various parts of the sentence into various ro
We think that the comprehender must be ab
consider the affordances of the various obj
and the (action-based) goals that need to
accomplished in order to form a coher
(meshed) idea. Consider, for example, “S
booked the leg” (see Table 8). In the first (A
forded) context, the goal is to level a table w
a short leg. The affordances of a book allow i
be used to accomplish this goal with a cohe
set of actions: put the book under the short
of the table. In the second (Nonafforded) c
text, the goal is to find a book. In this contex
is not clear how the affordances of a book
be meshed with the actions of looking to g
erate a coherent set of actions for “She boo
the leg.”

Understanding sentences such as “
booked the leg” should be a challenge for hi
dimensional theories because interpreta

eseems to be so dependent on specifics of context



the
ig

s o
an

ow
of
B,
re
nc
wn
at
nd
tor
ors
e-
ow
ts.
LS

in

on-
g a
the
ara-
f

ext,
gn.
onal
ese
ared

the
and

sen
iffer-
ssed
edu/

the
house
, and

g was
books

ran
the leg.

He
inity.
ce. So,
tian,

s of
zine by
n he
sale. The

392 GLENBERG AND ROBERTSON
and knowledge of physical properties. On
other hand, some aspects of the theories m
be perfectly situated to handle these sort
sentences. For example, one of Landauer
Dumais’s (1997) major claims concerns h
LSA can extract meaning from the flow
words. In particular, learning about words A,
and C may affect knowledge of word D mo
than the simple presentation of D. For insta
if the system encountered a novel unkno
word which happened to have very similar p
terns of contextual usage to ROAD a
STREET’s patterns, then the system’s vec
for the new word would be similar to the vect
for ROAD and STREET. The innovative d
nominal verbs are a rough analog: We kn
about books from many different contex
Based on those many occurrences, can

TAB

Example Stimuli for Experiment 3 (LSA

Conventional verb (slimed), Afforded
Kenny sat in the tree house and patiently waited. H
approaching school bus move closer to his house. T
unaware of the little boy above her taking the cap o
an evil grin spread across his face. Then, Kenny sli

Semi-innovative verb (booked), Afforded
Lori loved her new table, until she noticed that ever
lower than all the others. She could not imagine how
in the corner. She booked the leg. (.61)

Semi-innovative verb (booked), Nonafforded
Lori was having a really bad day. She could not find
over to the table where there was a pile of books. O
(.62)

Innovative verb (magazined), Afforded
Sebastian was perusing the latest issue ofNewsweekwh
looked around the room to determine the source of
It’s incessant buzzing was making Sebastian insane
he rolled up hisNewsweekand waited patiently. When
he recognized his opportunity. He magazined it. (.45

Innovative verb (magazined), Nonafforded
Sebastian was perusing the latest issue ofNewsweek.He
home invasions in his vicinity. Sebastian decided to
purchasing a home security alarm. The salesman a
insisted on having the alarm installed that very day,
alarm woke Sebastian when it began buzzing one e
He recognized his opportunity.
He magazined it. (.42)
extract a new meaning? Or to put it a bit dif-
ht
f
d

e

-

s

A

ferently, is the meaning of “booked” implicit
the use of “book” in many contexts?

In the experiment we had people read a c
text and then a critical sentence containin
denominal verb. The participants judged
sensibility of the sentence and wrote a p
phrase of the sentence.5 We varied the type o
denominal verb as well as the type of cont
although we did not use a full factorial desi
One-third of the sentences used a Conventi
denominal verb, such as “drummed.” Th
Conventional denominal verbs always appe
in a context that affords the actions. Because
context supports the usual interpretation,

5 Participants also judged the degree to which the-
tences were grammatical. The data did not seem to d
entiate the theories and so this variable is not discu
further. The data are available at http://psych.wisc.

8

tence-to-Setting Cosines Are in Parentheses)

utched the jar of green ooze in his hand, and watched
teenage girl stepped off and walked towards the tree
e jar. Kenny waited until she was directly beneath him
his sister. (.21)

ng she placed on it slid off to the left. The left back le
fix the slant. Then she spotted a pile of hard covered

r textbook and she was late for class. Frantically, she
he way, she banged her leg on the chair. She booked

he was disturbed by a most annoying buzzing noise.
disturbance, and saw that a fly was patrolling the vic

e had no choice but to terminate with extreme prejudi
e fly came to rest on the coffee table in front of Sebas

came disturbed as he read an article about rising rate
low the advice of a security expert quoted in the maga
e electronics store thought Sebastian was insane whe
t agreed when Sebastian threatened to terminate the
ing.
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393SYMBOL GROUNDING AND MEANING
because the verb is, presumably, part of
language, this condition forms a baseline.
other third of the critical sentences contained
Innovative denominal verb; that is, one tha
not a standard part of English. The remain
sentences contained a Semi-innovative den
nal verb. These verbs, such as “booked” in “
booked the leg,” have a conventional denom
sense (e.g., to make a reservation), but we
the verb to convey a new sense (e.g., to bal
a table by putting a book under one leg). Th
our innovative use of “to book” is analogous
the innovative use of “to bottle” in the quo
from the BBC.

The Innovative and Semi-innovative deno
nal verbs were factorially combined with tw
types of contexts, Afforded and Nonafford
The Afforded contexts were written to sugge
goal that could be accomplished by meshing
affordances of the object named by the deno
nal verb (e.g., a book) with affordances of
tions and other objects (e.g., a short table l
The Nonafforded contexts were written to
clude many of the same words as the Affor
context, but to suggest a goal that could no
accomplished by meshing the affordances o
object named by the denominal verb. The
forded and Nonafforded contexts were writ
so that the LSA cosines between these con
and the critical sentence were approxima
equated.

Predictions from LSA are straightforwa
Because the Afforded and Nonafforded c
texts are equally related to the critical senten
the critical sentences should be seen as eq
sensible and understood with equal ease. A
within the Afforded and Nonafforded contex
the greater the LSA cosine, the greater
judged sensibility ought to be. We were unc
tain whether LSA would be more likely to ma
successful predictions about the Semi-inno
tive verbs (that do appear as verbs or modi
in the language, but with a meaning that m
interfere with the meaning required in the
periment) or the Innovative verbs (that do
appear as verbs in the language, so there
interference).

Predictions from the Indexical Hypothe

are different. First, people should judge the sen
e
-
n

i-
e
l
d
e
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e
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tences in the Afforded contexts as more sens
than those same sentences in the Nonaffo
contexts. Furthermore, people should be ab
paraphrase the sentences more effectively in
Afforded contexts. That is, in the Afforded co
text a critical sentence ought to be meanin
because it suggests a coherent set of act
that is, a coherent idea. Thus, people shoul
able to paraphrase that idea. In the Nonaffor
contexts, a critical sentence may appear biz
and meaningless; that is, people will not
able to envision a coherent set of actions
underlie the sentence. In this case, pe
should have a difficult time producing a pa
phrase.

Method

Participants. The 42 participants were st
dents enrolled in introductory psycholo
classes at the University of Wisconsin—Ma
son. They received extra credit in exchange
their participation.

Materials.We wrote 18 critical sentences (
sentences and contexts are available at h
psych.wisc.edu/glenberg/jml_g&r.html). Six
these used Conventional denominal verbs
used Semi-innovative denominal verbs, and
used Innovative denominal verbs. The Conv
tional denominal verbs met either or both of t
criteria. One criterion was that the verb
peared in standard dictionaries as a verb an
dictionary meaning of the verb was the sam
the sense used in the critical sentence.
second criterion was that the verb was par
the standard undergraduate lexicon in the u
imous judgment of the four people construct
the materials. Thus, “slimed” in “Kenny slim
his sister” was accepted as a Conventional
nominal verb. The Semi-innovative denomi
verbs appeared in standard dictionaries, bu
dictionary meaning of the verb was differe
from that intended in the critical sentence. T
Innovative denominal verbs met two criter
One criterion was that the verb did not appea
standard dictionaries. The second criterion
that the verb was not in common usage in
undergraduate population.

For each of the Conventional verb senten

-we wrote a multisentence context. The context
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394 GLENBERG AND ROBERTSON
was written so that the critical sentence
peared to follow naturally. That is, from t
point of view of embodiment theory, the critic
sentence was afforded. The mean LSA co
between the critical Conventional sentences
their contexts was .33 (with a standard devia
of .19). For each of the Semi-innovative a
Innovative critical sentences we wrote an
forded context and a Nonafforded context
previously described. For the Semi-innova
sentences, the mean LSA cosine with the
forded context was .47 (.21), and the mean w
the Nonafforded context was .46 (.22). For
Innovative sentences, the mean LSA co
with the Afforded context was .45 (.11), and
mean with the Nonafforded context was
(.11). There were no significant differences
an analysis of these data (allFs , 1).

Two forms were constructed. On the fi
form, the scenarios were typed in an arbitr
order except that successive groups of t
included one exemplar of each type of ve
Also, successive pairs of Semi-innovative v
sentences included one in an Afforded con
and one in a Nonafforded context. The sa
was true for successive pairs of Innova
verbs. We counterbalanced the occurrenc
Afforded and Nonafforded contexts across
two forms. Thus, a Semi-innovative or Inno
tive verb that appeared in an Afforded cont
on one form appeared in the Nonafforded c
text on the other form. The Conventional ve
always appeared in an Afforded context. T
two forms were randomly assigned to part
pants so that 21 participants received each f

The participants were instructed,

In this experiment we are studying how people
understand sentences with unusual and unfamil-
iar words. Here is what we would like you to do
for each of the 18 paragraphs written below. 1)
Read a paragraph to get a good idea of what it is
about. 2) Judge if the last sentence is grammati-
cal. That is, does the sentence have the right
number of nouns and verbs in the appropriate
order, and do the parts of the sentence have the
appropriate relations, such as singular subject
with a singular verb. To make this judgment, use
the grammaticality scale from 1 (not grammati-
cal) to 7 (completely grammatical). 3) Judge if
the last sentence makes sense in the context of the

paragraph. To make this judgment, use the sen-
-

e
d

n
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sibility scale from 1 (virtual nonsense) to 7 (com-
pletely sensible). 4) Write a paraphrase of the last
sentence. That is, use different words to describe
what the last sentence states.

Results

The data of main interest are in Table
Consider first the Sensibility ratings for t
Semi-innovative and Innovative verbs. Contr
to the expectation derived from the LSA c
sines, the type of context (Afforded versus N
afforded) had a large effect on the ratin
F1(1,41) 5 98.43,MSe 5 1.34; F2(1,5) 5
54.03,MSe 5 .35. There was also a significa
interaction between verb type and cont
F1(1,41) 5 7.82, MSe 5 .42, but it was no
significant in the analysis by text,F2(1,5) 5
2.18,MSe 5 .22. As predicted by the Indexic
Hypothesis, the Innovative verbs were jud
sensible in the Afforded condition (4.12) a
pretty much nonsense in the Nonafforded c
dition (2.06). Compared to the Innovative ver
the Semi-innovative verbs were judged a bit
sensible in the Afforded condition (3.78), an
bit more sensible in the Nonafforded condit
(2.29), in which the standard meaning of
verb might be useful. Although the Innovat
verb in the Afforded condition was judged
more sensible than in the Nonafforded con
tion, it was not judged as sensible as the C
ventional verb in the Afforded conditio
t1(41) 5 9.25; t2(10) 5 3.68.

TABLE 9

Sensibility Ratings and Paraphrase Scores for Experi
3 (Standard Errors Are in Parentheses)

Sensibility
rating Paraphras

Conventional verbs
Afforded 5.67 (.12) .99 (.01)

Semi-innovative verbs
Afforded 3.78 (.27) .96 (.02)
Nonafforded 2.29 (.21) .13 (.03

Innovative verbs
Afforded 4.12 (.24) .96 (.02)
Nonafforded 2.06 (.16) .32 (.03
Consider next the paraphrase data. We scored
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395SYMBOL GROUNDING AND MEANING
the paraphrase data simply. If a paraphrase
the same meaning as the intended meanin
the sentence in the Afforded condition, it w
scored as a 1. If the paraphrase had a diffe
or undetermined meaning, it was scored a
zero. The analysis of variance demonstrate
main effect for type of verb in the analysis
participants,F1(1,41) 5 16.01, MSe 5 .03,
but not in the analysis by text,F2(1,5)5 1.27,
MSe 5 .05. Contrary to the predictions fro

SA theory, there was a main effect for type
ontext, F1(1,41) 5 666.62, MSe 5 .04;

F2(1,5) 5 143.67, MSe 5 .02. When th
sentences were in the Afforded context, peo
overwhelmingly found them to mean the sa
thing that we intended them to mean. Howe
those same sentences in the Nonafforded
dition were paraphrased differently. There w
also an interaction between the two factor
the analysis by participants,F1(1,41) 5
12.78,MSe 5 .03, although not in the analys
by text, F2(1,5) 5 1.58, MSe 5 .03. For the
Innovative verbs in the Afforded condition, t
paraphrases were almost always consistent
what we expected, whereas in the Nonaffor
condition, people wrote paraphrases consis
with the afforded meaning 33% of the time. F
the Semi-innovative verbs in the Afforded co
dition, the paraphrases were again highly c
sistent with what we expected, whereas in
Nonafforded condition, people wrote pa
phrases consistent with the Afforded mean
only 13% of the time. The difference betwe
33 and 13% arises because the particip
sometimes used the alternative meaning of
Semi-conventional verb in the Nonafford
condition, so that the paraphrase would
match the meaning of the verb in the Afford
condition. Note that the accuracy of paraph
ing the Innovative verb in the Afforded con
tion (.96) is about the same as the accurac
paraphrasing the conventional verb in the
forded condition (.99), t1(41) 5 1.43;
t2(10) 5 .71. Thus, participants were able

araphrase the Innovative verbs in the Affor
ondition very accurately, although some diff
nces between these two conditions may
bscured by ceiling effects.

We also examined the correlation between
d
of

nt
a
a

e

,
n-
s

th
d
nt

-
e

ts
e

t

-

f

e

the LSA cosines and judged sensibility. B
cause there were only six verbs of each t
(Conventional, Semi-innovative, and Inno
tive), we do not report the correlations se
rately for each type of verb. For the 18 Afford
sentences (six of each type), the correlation
significantly negative,r 5 2.55. For the 1
Nonafforded sentences (six Semi-innova
and six Innovative) the correlation was not qu
significant,r 5 2.47. Of course, the negativ
correlations are just the reverse of what the L
theory predicts.

Discussion

People can understand innovative denom
verbs when the affordances of the named ob
can be meshed with affordances of other obj
to accomplish goals. The sensibility of the
sentences is rated as high, and participa
paraphrases of the afforded sentences are h
accurate. In many ways this is not surprising
Clark and Clark (1979) noted, “Forming a
understanding [innovations] is . . . an intrinsic
part of our capacity to use language, and sh
be accounted for by any theory of language
claims to be complete” (p. 809). Unlike peop
however, the LSA cosines do not discrimin
between Afforded and Nonafforded conditio
More vexing for the theory is that for just tho
innovations that are understood (those in
Afforded condition), the LSA cosines are ne
atively, rather than positively, correlated w
sensibility judgments.

GENERAL DISCUSSION

The data from the three experiments sp
strongly against the claim that high-dimensio
vector representations derived from the
guage stream can be an adequate accou
human meaning. People can consistently
periments 1 and 2) discriminate between s
tences that describe afforded actions and t
that attempt to describe nonafforded acti
(e.g., using glasses to dry one’s feet); L
cannot. People can understand innovat
when they describe meshed affordances (Ex
iment 3); LSA cannot.

There are at least four arguments that co

be offered in defense of LSA as a theory of
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396 GLENBERG AND ROBERTSON
human meaning. The first argument is base
the number of dimensions in the vectors re
senting each word. Landauer and Dum
(1997) demonstrated (their Fig. 3) an inver
U-shaped relation between number of dim
sions and proportion correct choices on a s
onym test. We did not vary the number
dimensions; instead, we used the default v
of 419 dimensions. Judging from Landauer
Dumais’ Fig. 3, 419 dimensions is well with
the range of dimensions that support str
performance on the synonym test. To exam
the issue a bit more closely, Table 10 pres
illustrative data regarding the effects of cha
ing number of dimensions. The two examp
are taken from Table 1. Whereas changing
number of dimensions produced large chan
in the LSA cosines, the relative orderings sta
constant. For the Marissa sentence, the
forded sentence cosine was always a bit la
than the Nonafforded sentence cosine. For
Mike sentence, just the opposite pattern
curred. Because over all of our stimuli the d
ferences between the Afforded and Nonaffor
LSA values (with 419 dimensions) were ve
similar, and because across the stimuli so
times the Afforded cosines were the larger
sometimes the Nonafforded were the larger
think it unlikely that changing the dimension
ity of the vectors would affect our conclusio

The second argument is based on choic

TABLE 10

Effects of Changing Number of Dimension on the LS
Sentence to Context Cosines

Number of dimensions

50 100 200 419

Marissa text (see Table 1)
Afforded .91 .85 .76 .58
Nonafforded .85 .76 .68 .55
Related .96 .91 .82 .63

Mike text (see Table 1)
Afforded .73 .64 .53 .38
Nonafforded .75 .66 .57 .42
Related .74 .66 .56 .41
semantic space. In LSA, the SVD procedure i
n
-
s
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e
d
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e
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e
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d
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f

performed on a matrix relating words to co
texts, and selection of the appropriate con
may be critical. The semantic space that
used, the tasaAll space, was the most gen
space (see footnote 3) of those available a
LSA website. The tasaALL space is based o
wide domain of material including both expo
itory and narrative materials; roughly half of t
paragraphs in the corpus come from the are
language arts. Nonetheless, that does not m
it the most appropriate space. We offer f
counters to the argument that our results dep
on using an inappropriate space. First, it is h
to imagine that people maintain independ
spaces for overlapping domains of knowled
Second, when using a different semantic sp
the LSA values would have to change dram
ically to effect the results. It seems unlikely t
any semantic space would produce a large
ference between the Afforded and Nonaffor
conditions given that the sentences differ by
a single word (in Experiments 1 and 2). Th
if the LSA values did change dramatically w
the space, and the selection of space is
specified by the theory, the theory is rende
untestable. The fourth counter relies on
reader to participate in a version of Experim
1. One of the spaces is the encyclopedia s
which is based on 30473 encyclopedia artic
several of which touch upon the topic of cl
sical conditioning. Within this space, consi
the LSA cosines relating the following conte
setting sentence and the two alternative
tences.

Context-setting:Classical conditioning is a pro-
cedure that can induce a type of learning.

Alternative 1:The procedure is based on pairing
two types of stimuli.

Alternative 2:The procedure is based on pairing
two types of Pavlov.

The cosine relating Alternative 1 and
context-setting sentence is .36 (based on
dimensions), whereas the cosine relating A
native 2 and the context-setting sentence is
Regardless of the similarities of the cosines,
predict that readers will find Alternative 1 to
more sensible and more coherent within
context than Alternative 2.

s The third argument in defense of LSA is that
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397SYMBOL GROUNDING AND MEANING
our experiments unfairly tested LSA by us
words in novel ways (e.g., stuffing sweat
with leaves and magazining flies). Surely, so
argument goes, if LSA had had experience w
these novel locutions, it would have done
fine. This argument requires three rejoinders
In Experiments 1 and 2, words were used
describe novel scenarios, but the “meanings
the words (e.g., “sweater” and “leaves”) w
completely ordinary. Also, although we cho
the scenarios to be novel, they do not strike
as in any way bizarre. Instead, we used
language in a way that it is supposed to be u
to convey new information. (b) In regard
Experiment 3, LSA’s predictions were disco
firmed for both the innovative and the se
innovative denominal verbs. LSA has had
perience with the semi-innovative denomi
verbs (such as “to book”) because the majo
of them are standard in English. (c) A com
tational model should be able to account
material beyond its training set. It is especia
important that a theory of language and me
ing be flexible and productive beyond its tra
ing set because humans are flexible and pro
tive. As a case in point, our participants had
experience with sweaters stuffed with lea
(the experimenters intentionally genera
novel scenarios), but the participants had l
difficulty understanding these sentences f
outside their training sets.

The fourth argument in defense of LSA
that it is a theory of word meaning, not ho
word meanings combine. Indeed, Burgess
been clear that HAL is a theory of word me
ing and that more is needed to turn it into
complete theory of a linguistic meanin
Broader claims have been made for LSA, h
ever. As noted in the introduction, Landauer
Dumais (1997) model sentence coherence u
LSA (see also, Foltz, Kintsch, & Landau
1998; and Landauer et al., 1997). In addit
consider this quote from Landauer (1999):

Why has LSA accomplished as much as it has? I
think the answer is straightforward; LSA (and
HAL as well) has been able to objectively, and in
large part correctly, represent and model the ac-

quisition, representation, and combination of
e

t
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f
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word meanings, and word meanings are of para-
mount importance in discourse. (p. 309)

There is also a more important point to
made: No matter how LSA, HAL, and oth
ungrounded symbol theories are extended
modified, ungrounded, arbitrary symbols can
be an adequate basis for human meaning.
reason is that computational manipulation
abstract symbols merely produces more abs
symbols, not meaning. Searle’s (1980) Chin
Room argument is one demonstration of
point. We now present a new argument
ungrounded symbols cannot, in principle,
combined in a manner that captures the mea
humans derive from combining words.
course, our experiments demonstrated this
pirically for LSA. The “in principle” argumen
is based on demonstrating the inadequac
four procedures for attempting to use arbitr
symbols to discriminate between description
novel combinations that people find sens
(e.g., covering a face with a newspaper to bl
the wind) and descriptions of novel combi
tions that people do not find sensible (e.g., c
ering a face with a matchbook). By a no
combination, we mean that the symbol sys
does not include a direct assertion relating
symbols that need to be combined, thus
assertion needs to be derived or verified.
focus the argument, consider asking a sym
system if the following novel combination
sensible: Can symbol 10011001 be put
relation 11110001 with symbol 1001101
First, consider attempting to use the symbol
do what people seem to do effortlessly, nam
to imagine or simulate (Barsalou, 1999)
literal combination of shapes. Because the s
bols are arbitrarily related to the objects,
symbols cannot literally be juxtaposed (e
“1111000110011010”) to produce anyth
sensible. This is true even if the symbols
cluded a very fine-grained coding of percep
features because by definition those feature
arbitrarily related to real shape.

Second, consider using arbitrary symbols
include a very fine-grained coding of percep
features (e.g., a complete coding of the shap

a prototypical newspaper) that can be used to
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398 GLENBERG AND ROBERTSON
create a fine-grained perceptual image. Can
image be used to simulate the combination
the referents of the symbols? There are
reasons why this procedure cannot save
trary symbols. (a) If such an algorithm we
developed, the real work of determining if t
objects fit together is being done by the ana
ical perceptual representation, not the arbit
symbols. (b) If such an image can be gener
from the fine-grained coding of perceptual f
tures, then, in fact, the coding of features is
arbitrary; instead the coding is related to p
ception by the function that generates the
ceptual image. Hence, such a system does
use arbitrary symbols.

Third, consider the possibility of derivin
through logical deduction that two objects
together sensibly. Thus, to answer the ques
“can symbol 10011001 be put into relat
11110001 with symbol 10011010” the sym
system brings to bear several thousands of
about each of the two objects, such as “sym
10011001 [one of the original symbols] can
put into relation 1110010 [a new relation]
symbol 11000000 [a new symbol].” Attempti
to find a logical relation between the two or
inal symbols results in a combinatoric explos
that would soon overwhelm even the most p
erful computers. More devastatingly, giv
enough time and enough facts, a logical p
can be found to connect almost any two obje
For example, a matchbook is made of ca
board. Cardboard can be recycled. Recy
cardboard can turned into a large sheet of ne
print . . . and so amatchbook can be used
cover the face. But, this is just the conclus
that most people fail to derive when read
sentences such as those used in Experime
and 2. That is, when the symbol system is gi
enough facts, it derives conclusions that pe
do not.

Fourth, consider determining if two obje
can combine using a parallel, constraint sa
faction algorithm (e.g., Kintsch, 1988) rath
than logical deduction. The constraints
framed using arbitrary symbols, but now we
also add statistical information to facts, such
how frequently symbol 10011001 has a rela

1110010 to symbol 11000000. Unfortunately
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there is no way to judge if the resulting (perh
massive) set of linked constraints is sensibl
not. That is, a constraint satisfaction sys
might be faster than logical deduction, but o
enough linking constraints are found it wo
still end up noting that a matchbook can be u
to cover the face, albeit with a low probabil
or low satisfaction of the constraints. Does
low-probability model a person’s sense t
matchbooks cannot be used to cover faces?
fortunately, low or high constraint satisfacti
cannot be used to judge sensibleness of n
combinations because the constraints ma
contextually inappropriate. For example, bre
ing a pencil in half ruins it (a strong constra
against being able to use the pencil to do a
thing), and ramming that half pencil through
tennis ball ruins the ball (a strong constra
against being able to use the ball to do a
thing). Nonetheless, under duress a penc
ball makes a serviceable spinner for a bo
game.

A symbol (or vector) used by LSA or HAL
computed from a large number of strings
words. Does this amount to the vector be
grounded in the strings of words? In some se
the answer is yes, but it cannot be used to
the theories from the arguments develo
above. Because each word is (to the comp
program) an ungrounded symbol arbitrarily
lated to its referent, piling on more and m
relations cannot produce symbols that com
appropriately. To reiterate, the computatio
manipulation of abstract symbols merely p
duces more abstract symbols, not meaning

In summary, abstract symbols arbitrarily
lated to their referents cannot, in principle,
count for the way that human beings can eff
lessly discriminate between sensible
nonsense novel combinations. Unfortunat
all formal theories in cognitive psychology a
based on just those sorts of symbols. For
two examples, Masson (1995) presents a
nectionist theory of semantic memory. In t
theory, meaning is represented as a vector o
binary values, which are ungrounded symb
In Shiffrin and Steyvers (1997) REM theo
“The lexical/semantic representation of a w

,consists of [20] non-zero feature values . . . .”
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399SYMBOL GROUNDING AND MEANING
These values are ungrounded. The reason
using ungrounded symbols is clear: They are
easier to use in computer and mathema
simulations than are grounded representat
When symbols are ungrounded, however, n
of the theories can discriminate between usi
newspaper to cover one’s face and usin
matchbook.

Despite their inadequacy as theories of me
ing, the HAL and LSA models have much th
can contribute to the field of cognitive scien
because they can be used as tools for te
theories (see Perfetti, 1998, for an indepen
development of this argument). For exam
Livesay and Burgess (1998) use the HAL mo
to test the Compound Cue theory (McKoon
Ratcliff, 1992) of mediated priming. The theo
explains that priming is dependent on two f
tors, lexical co-occurrence and semantic re
edness. The HAL model is ideally situated
provide a metric of co-occurrence and rela
ness, which previously could be only loos
specified. Similarly the HAL model can be us
to demonstrate that proper names are dis
from common nouns on the basis of co-occ
rence patterns in language (Burgess & Con
1998). This distinction is of importance to th
oretical explanations of the privileged ro
proper names enjoy in language proces
(Robertson, Gernsbacher, & Robertson, 19
Similarly, we have used LSA as a tool to de
onstrate that verbal background knowledg
unlikely to be able to discriminate between
forded and Nonafforded sentences. In addi
to providing useful tools for research, the H
and LSA models may contribute to innovat
applied tools. For example, AutoTu
(Graesser, 1998) is a computer-based tuto
system designed to meet the needs of indivi
learners. The system uses LSA calculation
automatically (albeit roughly) evaluate a par
ular student’s understanding of a topic. T
point is that these models have consider
value, even though they fail to account for h
people understand language.

As discussed in the introduction, the Inde
cal Hypothesis moves toward solving the sy
bol grounding problem by taking a relative

simple step: It does not depend on abstrac
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arbitrary symbols whose meanings are base
relations to other symbols of the same s
Instead, the hypothesis is that words are inde
to real objects or analog perceptual symb
This is a step toward a solution of the sym
grounding problem in two ways. First, mesh
representations are built out of the relation
tween action and the environment. Thus, w
gives meaning to a situation is grounded
actions particularized for that situation. For
ample, the meaning of the cup on your des
not given by relations among abstract symb
within a vast semantic network. Instead,
meaning of the cup is what you can do with
(drink out of it, throw it, or use it as a pape
weight) given your current state and goals. S
ond, Barsalou (1999) discusses how represe
tions constructed from perceptual symbols
be compared to perceptual experience. Bec
the perceptual symbols and the perceptua
periences are analogically related, we elimin
problems necessitated by trying to match
perceptual experience symbols that are a
trarily related to that experience.

Nonetheless, it is abundantly clear that
Indexical Hypothesis requires greater specifi
tion of virtually all of its presumed process
How is language parsed? How is a par
phrase indexed to an object? (See Tanenh
Spivey-Knowlton, Eberhard, & Sedivy, 199
for data indicating that people do index word
objects.) How are affordances derived? H
does the mesh processes actually work?
Kaschak & Glenberg, 2000, for how syn
guides mesh.) With all of these questions ne
ing to be answered, why should the Index
Hypothesis be seen as an alternative to com
tationally explicit and powerful abstract symb
theories? As we have demonstrated,
grounded symbols cannot, in principle, be
basis of language comprehension. Hence
matter how many experiments we conduct
no matter how many complications we add
the end, they fail as theories of meaning. E
bodied theories, and the Indexical Hypothes
particular, may well be incorrect, but they
not doomed in principle.

In summary, we have argued (along w

t,Barsalou, 1999; Harnad, 1990; Lakoff, 1987;
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400 GLENBERG AND ROBERTSON
Searle, 1980; and many others) that the sym
grounding problem is pervasive in cognit
theories such as LSA and HAL. In fact, Ed
man (1992) has concluded that the abstract s
bol view of meaning “is one of the most rema
able misunderstandings in the history
science” (p. 228). In place of abstract sym
theory we have described the Indexical Hypo
esis derived from an embodied theory of c
nition (Glenberg, 1997; Glenberg & Roberts
1999). This approach moves us nearer to s
ing the symbol grounding problem and beca
of that it gives us a way to understand how
know that shirts can be used to dry our feet,
glasses cannot.
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