
This article was originally published in a journal published by
Elsevier, and the attached copy is provided by Elsevier for the

author’s benefit and for the benefit of the author’s institution, for
non-commercial research and educational use including without

limitation use in instruction at your institution, sending it to specific
colleagues that you know, and providing a copy to your institution’s

administrator.

All other uses, reproduction and distribution, including without
limitation commercial reprints, selling or licensing copies or access,

or posting on open internet sites, your personal or institution’s
website or repository, are prohibited. For exceptions, permission

may be sought for such use through Elsevier’s permissions site at:

http://www.elsevier.com/locate/permissionusematerial

http://www.elsevier.com/locate/permissionusematerial


Aut
ho

r's
   p

er
so

na
l   

co
pyBrief article

The integration of figurative language
and static depictions: An eye movement

study of fictive motion q,qq

Daniel Richardson a,*, Teenie Matlock b

a Psychology Department, University of California, Santa Cruz, USA
b Social and Cognitive Sciences, University of California, Merced, USA

Received 11 July 2005; revised 3 December 2005; accepted 8 December 2005

Abstract

Do we view the world differently if it is described to us in figurative rather than literal
terms? An answer to this question would reveal something about both the conceptual repre-
sentation of figurative language and the scope of top-down influences on scene perception.
Previous work has shown that participants will look longer at a path region of a picture when
it is described with a type of figurative language called fictive motion (The road goes through
the desert) rather than without (The road is in the desert). The current experiment provided
evidence that such fictive motion descriptions affect eye movements by evoking mental repre-
sentations of motion. If participants heard contextual information that would hinder actual
motion, it influenced how they viewed a picture when it was described with fictive motion.
Inspection times and eye movements scanning along the path increased during fictive motion
descriptions when the terrain was first described as difficult (The desert is hilly) as compared to
easy (The desert is flat); there were no such effects for descriptions without fictive motion. It is
argued that fictive motion evokes a mental simulation of motion that is immediately integrated
with visual processing, and hence figurative language can have a distinct effect on perception.
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1. Introduction

Our comprehension of a picture is more than the sum of its pixels; our compre-
hension of a sentence is more than the sum of its words. Both words and pictures
need interpretation. When spoken words describe what we see in front of us, we must
integrate these interpretations on the fly. How do these visual and verbal processes
interact? Since Cooper (1974) demonstrated that eye movements are often directed
towards objects referred to in speech, research has revealed a close integration of
visual and linguistic processing (see Henderson & Ferreira, 2004; Trueswell &
Tanenhaus, 2005). For example, visual processes are engaged during processing syn-
tactic structure (Tanenhaus, Spivey Knowlton, Eberhard, & Sedivy, 1995), differen-
tiating semantic roles (Altmann & Kamide, 1999) and resolving anaphoric reference
(Runner, Sussman, & Tanenhaus, 2003), and the degree to which listeners’ eye move-
ments are coupled to speakers’ reflects levels of comprehension (Richardson & Dale,
2005).

Yet studies of verbal and visual integration have focused on literal language. Even
though figurative expressions are pervasive in everyday language and exist in all cul-
tures (Gibbs, 1994; Lakoff, 1987), research has not addressed how figurative lan-
guage affects the process through which we perceive the world. In the current
experiment, we investigated how a scene would be perceived when it was described
by forms of literal and figurative language that are reported to have equivalent
meaning. If the mental representation of a figurative expression is identical to that
of a literal expression, then there would be no difference between eye movement pat-
terns. Similarly, if the mental representation of a figurative expression does not inter-
act with visual processes, then there would be no difference between eye movement
patterns. Therefore, any differences that are present in eye movement patterns can
tell us about both the distinct mental representations that are evoked by figurative
language, and the scope of the integration between visual and verbal processing.

2. Fictive motion

We chose to study a class of figurative spatial descriptions known as fictive motion
(FM) sentences. Two examples are shown in (1a) and (1b).

(1a) The road goes through the desert
(1b) The fence follows the coastline

Pervasive in English and many other languages, including Swedish, Finnish, Italian,
Chinese, and Japanese, the descriptions are figurative because they contain a motion
verb but describe no motion (Huumo, 2005; Matlock, 2004a; Matsumoto, 1996).
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They highlight the spatial relation between a path or linear entity and a landmark
(Talmy, 2000), for instance, the road and the desert in (1a), and the fence and the
coastline in (1b). In this way, these fictive motion descriptions are equivalent to lit-
eral spatial descriptions, or non-fictive motion sentences (non-FM) such as those in
(2a) and (2b).

(2a) The road is in the desert
(2b) The fence is next to the coastline

Experimental evidence supports the idea that simulated motion is evoked by fic-
tive motion sentences such as (1a) and (1b). In a study by Matlock, Ramscar, and
Boroditsky (2005) it was shown that thinking about the meaning of fictive motion
sentences affected how people would conceptualize time spatially. Participants in
the study were primed with FM sentences (e.g., The tattoo runs along his spine) or
non-FM sentences (e.g., The tattoo is next to his spine) before answering this ambig-
uous question about time: ‘‘Next Wednesday’s meeting has been moved forward two
days. What day is the meeting now that it has been re-scheduled?’’ The expression
‘‘move forward’’ is ambiguous because both Monday and Friday are possible
answers. When primed with descriptions with fictive motion, participants in Matlock
et al. (2005) were encouraged to take an ego-moving perspective and more likely to
say Friday (versus Monday), but when primed with non-FM descriptions they were
split between Monday and Friday. Similarly, fictive motion direction (either away or
toward, as in The road goes all the way to New York or The road comes all the way
from New York) affected how participants conceptualized of time, namely, more Fri-
days with going away and more Mondays with coming toward. Together, the results
of Matlock et al. (2005) parallel those of other studies on time, space, and motion
(Boroditsky, 2000; Boroditsky & Ramscar, 2002; Ramscar, Matlock, & Boroditsky,
2005), suggesting that thinking about motion (fictive or actual) induces an ego-mov-
ing perspective when thinking about time.

3. Figurative language and visual processing

We have found suggestive evidence that fictive motion descriptions can have an
immediate and distinct effect on visual processing. Matlock and Richardson
(2004) presented participants with simple drawings of paths such as roads, rivers,
and pipelines. They heard either FM or non-FM descriptions of these paths while
their gaze was tracked. The FM descriptions caused participants to spend more
time inspecting the region of the path. These gaze differences did not merely
result from minor differences in sentence length. Nor did they result from differ-
ent semantic content, for FM and non-FM sentences were judged as having sim-
ilar meanings, to be equally semantic sensible, and to be equally good
descriptions of the pictures.

Why might fictive motion descriptions have influenced eye movements in this
way? One possibility is that participants simply found the FM descriptions to be
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more interesting, and so viewers paid more attention to the paths. Another possibil-
ity is that comprehending fictive motion descriptions evokes mental representations
of motion (Matlock, 2004a, 2004b; Matlock et al., 2005; Talmy, 2000), and that these
motion representations result in more visual attention being directed to the path. The
first goal of the current experiment was to distinguish between these two possibilities.
The second goal was to learn more about the eye movements produced by fictive
motion descriptions. Is it simply that the whole path attracts more visual attention,
or do fictive motion descriptions also evoke a pattern of eye movements that is relat-
ed to motion along a path? We addressed these goals by introducing an additional
experimental factor and an additional dependent variable.

In Matlock’s (2004b) reading time studies, participants read stories about protag-
onists travelling through spatial domains (e.g., valley), followed by target sentences
with fictive motion (e.g., The road goes through the valley). In general, participants
were quicker to process fictive motion target sentences after reading about terrains
that were easy to traverse (e.g., The valley was flat and smooth) versus terrains that
were difficult to traverse (e.g., The valley was bumpy and uneven). Critically, there
was no difference for comparable literal target sentences without fictive motion
(e.g., The road is in the valley). These results suggest that the comprehension of
descriptions of fictive motion across a domain is influenced by factors that would
affect actual motion across the domain. Following that logic, in the current experi-
ment we presented participants with descriptions of easy and difficult terrains and
then FM sentences or non-FM sentences. If terrain information modulated looking
behavior with FM sentences, it would show that it was not merely something gener-
ally eye catching about the combination of non-literal motion verb and path prepo-
sition (e.g., runs along, goes through) that influenced the looking times in Matlock
and Richardson (2004), but rather, the engagement of contextually appropriate sim-
ulated motion.

We hypothesized that fictive motion descriptions would activate representations
of motion. If so, then perhaps we would see not only longer looking times to the
path, but also sequences of eye movements that correspond to motion. Spivey
and colleagues found that as participants listened to a narrative and looked at
blank screen (Spivey & Geng, 2001) or closed their eyes (Spivey, Tyler, Richard-
son, & Young, 2000), they tended to make eye movements that corresponded to
spatial content in the stories. For example, more vertical eye movements were
made when hearing about someone repelling down a canyon wall, and more hor-
izontal eye movements were made when hearing about a train pull out of a sta-
tion. Eye movements were increased along a specific axis of motion, rather than
sequentially in a particular direction. We adapted this idea to our experiment,
and counted the number of occasions that participants made path scanning eye
movements, in which one region of the path was fixated immediately after any
other path region. In addition to looking time differences, we predicted that par-
ticipants would make more path scanning looks along the path during a fictive
motion description when they had previously heard a description of a difficult
rather than easy terrain, but there would be no such difference for non-fictive
motion descriptions.
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4. Method

4.1. Participants

Sixty-three Stanford University psychology students with normal or corrected
vision participated. Data from six participants were discarded because a successful
calibration was not achieved.

4.2. Stimuli

The visual stimuli consisted of 32 pictures of spatial scenes. All of these pictures
were matched on luminance and all were created with a Microsoft drawing program.
Of the 32 pictures, 16 were experimental and 16 were fillers. All experimental pictures
contained two paths, one represented vertically in the picture plane and the other
horizontally (see Fig. 1). These paths were traversable objects, such as roads or trails,
or linearly extended objects, such as fences or rows of trees.

The verbal stimuli consisted of 64 sentences recorded in 16 blocks of four sentenc-
es. Each block contained two pairs of descriptions. One pair described the vertical
path and the other described the horizontal path. Each pair contained two experi-
ment sentences: a fictive motion (FM) sentence and a comparable non-fictive motion
(non-FM) sentence, such as The road runs through the valley and The road is in the
valley. The experiment was designed such that each participant would hear one sen-
tence from each of the 16 blocks in addition to 16 sentences for the filler pictures.
Norming studies reported in Matlock and Richardson (2004) showed that these
FM and non-FM sentences were judged to be equal in semantic content and seman-
tic sensibility, and to be equally good descriptions of the scenes.

We recorded two terrain descriptions to precede each experimental sentence.
Each terrain description referred to a region in which movement could be concep-

Fig. 1. Example stimuli.
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tualized as easy or difficult, for example, The valley was flat and smooth (easy),
and The valley was full of potholes described (difficult). We did a norming study
to ensure that all sentences would in fact be equally compatible with the scenes
they described. The participants were told to judge how well the sentences go
with the scenes in the pictures. Using a scale that ranged from 1 for ‘‘not at
all’’ to 7 for ‘‘very well’’, 10 Stanford undergraduates judged all pairs to be
well-matched. The means were FM + slow-terrain 5.72, FM + fast-terrain 5.62,
non-FM + slow-terrain 5.74, non-FM + fast-terrain 5.73. No combination of ter-
rain description and experimental sentence was any better than the other,
F (3,124) = .4, p > .1, suggesting that all sentence–picture combinations were plau-
sible pairings. In addition to the primary stimuli, we created filler descriptions for
all filler sentences.

4.3. Apparatus

An ASL 504 remote eye-tracking camera was positioned at the base of a
17 in. LCD stimulus display that was set to 800 · 600 resolution. Participants
were unrestrained and sat about 30 in. from the screen. The stimuli were 560
pixels square, which subtended approximately 18" square of visual angle. The
camera detected pupil and corneal reflection position from the right eye, and
the eye-tracking PC calculated point-of-gaze in terms of coordinates on the stim-
ulus display. This information was passed to a PowerMac G4, which controlled
the stimulus presentation and collected gaze duration data. Prior to the experi-
ment proper, participants went through a 9 point calibration routine that took
1–3 min.

4.4. Procedure

After establishing a successful eye track, participants were told: ‘‘Look at the
pictures and listen to the sentences.’’ Participants were first presented with 4 prac-
tice trials, and then a random sequence of 16 filler trials and 16 experimental tri-
als. At the beginning of every trial, they first saw a gray square that was the same
size and luminance as the pictures. Next they heard a terrain sentence or a filler
sentence. After 500 ms, they saw a new picture and after a further 1000 ms, they
heard a FM sentence, a non-FM sentence, or a filler sentence. The picture
remained on screen for a total of 6000 ms. The trial ended with a 2000 ms
inter-stimulus interval.

4.5. Coding

Eye movements were recorded for the 6000 ms that the picture was on the screen.
The eye movement data consisted of which regions-of-interest were fixated at 1/30th
of a second intervals. The path region-of-interest was a strip 80 pixels wide that
extended vertically or horizontally across the image. This path was further divided
into seven equally sized, square regions-of-interest.
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5. Results

Participants’ eye movement data were parsed into two dependent variables: the
total looking time in the region of the path, and the frequency of path scanning fix-
ations, in which participants fixated one path region followed immediately by anoth-
er. Analyses were performed by participants (F1) and items (F2).Though we intended
for all paths in the visual images to have symmetrical arrangements, the path in one
image was erroneously asymmetric; it contained an anomaly on one end (water com-
ing out of a garden hose). As additional evidence of this image being inappropriate
for our purposes, it elicited unusually long looking times to the bottom region of the
vertical path, regardless of fictive or terrain condition. For this reason, that item was
removed from all analyses.

The listeners’ eye movements were influenced by a combination of terrain descrip-
tions and fictive motion language, as shown in Fig. 2. As predicted, looking times to
the path were affected by an interaction of sentence type and terrain description,
(F1 (1,56) = 11.78, p < .001; F2 (1,14) = 15.25, p < .001). Critically, with FM sentenc-
es, participants spent more time inspecting paths after difficult terrain descriptions
(M = 2014 ms) than after easy terrain descriptions (1621 ms) (Tukey’s LSD,
p < .05), but for non-FM, there was no reliable difference (1681 and 1847 ms, respec-
tively). There were no main effects of terrain (F1 (1,56) = 2.30; F2 (1,14) = 0.10) or
sentence type (F1 (1,56) = 0.45; F2 (1,14) = 1.21) for looking times.

This pattern of results was echoed by analysis of the path scanning data. There was
a significant interaction between sentence type and terrain description
(F1 (1,56) = 6.87, p < .02; F2 (1,14) = 4.77, p < .05). Participants made more path
scanning fixations after hearing a FM sentence preceded by a difficult (M = 3.6)
rather than an easy terrain description (M = 2.8) (Tukey’s LSD, p < .05), but there
was no reliable difference for non-FM sentences (2.86 and 3.16, respectively). There
were no main effects of terrain (F1 (1,56) = 1.57; F2 (1,14) = 0.16) or sentence type
(F1 (1,56) = 1.02; F2 (1,14) = 0.98).

Fig. 2. Total looking time and frequency of path scanning fixations.
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6. Discussion

Figurative language can have an immediate effect on how we look at the world.
Our results suggest that this is because of the distinct spatial representations that fig-
urative descriptions can evoke that their literal counterparts do not. The way partic-
ipants inspected paths was affected by information about the terrain and the
figurative language that described the path. Critically, eye movements were not influ-
enced by descriptions of difficult or easy terrain by themselves. They were influenced
only when the terrain descriptions were paired with fictive motion sentences. A plau-
sible explanation for the interaction between fictive motion language and terrain
information, we argue, is that comprehending a fictive motion sentence involves a
mental representation of motion along a path (Langacker, 1987; Matlock, 2004b;
Talmy, 2000), and that the representation incorporates information about terrain.
Consequently, difficult terrain would result in slow motion, for example, and the
resulting representation is shown by the longer amount of time participants looked
at a path and the increased number of fixations scanning along its length.

Our interpretation of these results is congruent with perceptual simulation theo-
ries (Barsalou, 1999; Glenberg, 1997; Zwaan, 2004), which hold that language com-
prehension is a process of generating perceptual-motor representations.
Comprehension of fictive motion descriptions led to eye movements along the depict-
ed path that mirrored an internal simulation of movement. More generally, simulat-
ed motion is known to figure into a broad range of cognitive processes, such as
inferring motion from static images (Freyd, 1983; Kourtzi & Kanwisher, 2000), com-
prehending descriptions of actual motion (Zwaan, Madden, Yaxley, & Aveyard,
2004), and solving everyday physics problems (Schwartz & Black, 1999).

Our fictive motion experiments are an interesting test case for perceptual simula-
tion theories for two reasons. First, previous experiments compared different scenes,
such as the nail was hammered into the floor versus into the wall (Stanfield & Zwaan,
2001), or concepts, such as a watermelon versus half a watermelon (Solomon & Barsa-
lou, 2001), and found evidence for differing perceptual-motor activation. In contrast,
we are comparing literal and figurative spatial descriptions of the same scene.
Though the descriptions are equivalent in objective terms, they have different inter-
actions with perceptual mechanisms. Therefore, we can distinguish between the iden-
tical semantic commitments of the sentences and their differing perceptual
simulations. Second, previous experiments have been forced to infer the involvement
of perceptual-motor representations in language comprehension from reaction time
differences in concurrent tasks, such as sensibility judgements, picture matching or
visual discriminations (Glenberg & Kaschak, 2002; Richardson, Spivey, McRae, &
Barsalou, 2003; Zwaan, Stanfield, & Yaxley, 2002). In contrast to these studies,
our eye movement paradigm allows us to directly measure the effect of figurative lan-
guage on perceptual mechanisms that are unconstrained by any task other than
looking and listening.

In this experiment all we manipulated was the presence of figurative language, a
change that did not alter the literal meaning or truth conditions of the sentence. Nev-
ertheless this change appeared to alter visual processing. We argue that eye move-
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ments were affected because fictive motion language evokes a dynamic mental sim-
ulation which interacts with the ways in which the visual system interprets and
inspects the world. Our findings, which have consequences for both the linguistic
accounts of figurative language and the scope of top-down influences in visual per-
ception, help illuminate the ways in which verbal and visual processes are
intertwined.
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