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Abstract

Co-speech gestures embody a form of manual action that is tightly coupled to the language system. As such, the co-occurrence of
speech and co-speech gestures is an excellent example of the interplay between language and action. There are, however, other ways
in which language and action can be thought of as closely related. In this paper we will give an overview of studies in cognitive neuro-
science that examine the neural underpinnings of links between language and action. Topics include neurocognitive studies of motor
representations of speech sounds, action-related language, sign language and co-speech gestures. It will be concluded that there is strong
evidence on the interaction between speech and gestures in the brain. This interaction however shares general properties with other
domains in which there is interplay between language and action.
� 2007 Elsevier Inc. All rights reserved.
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1. Introduction

Co-speech gestures embody a form of manual action
that is tightly coupled to the language system. Co-speech
gestures and spoken language spontaneously occur
together and both influence the understanding of a speak-
er’s message (e.g. Goldin Meadow, 2003; Goldin Meadow,
Kim, & Singer, 1999; Goldin Meadow & Momeni Sandho-
fer, 1999; McNeill, Cassell, & McCullough, 1994; Singer &
Goldin Meadow, 2005). This strong coupling between ges-
tures and speech has even led some to hypothesize that they
belong to one integrated system of communication (e.g.
McNeill, 1992). Recent years have seen the emergence of
research in which the neural basis of co-speech gestures is
studied. These studies will be reviewed below.

However, in order to evaluate the specificity of the rela-
tion between language and co-speech gesture, we feel that a
0093-934X/$ - see front matter � 2007 Elsevier Inc. All rights reserved.

doi:10.1016/j.bandl.2007.03.004

* Corresponding author. Fax: +31 243610989.
E-mail address: roel.willems@fcdonders.ru.nl (R.M. Willems).

Please cite this article in press as: Willems, R. M., & Hagoort, P.,
Brain and Language (2007), doi:10.1016/j.bandl.2007.03.004
broader perspective is needed. This perspective is that of
the relation between language and action in general, of
which the relation between language and gesture is a spe-
cific instantiation. We will first present our broader per-
spective and review relevant domains for our
understanding of the relation between language and action.
This provides the context for a discussion of studies on the
neural basis of co-speech gestures.

The divide between cognition on the one hand and
bodily action on the other has been central within cognitive
science. Although several theorists have underlined
the importance of action for cognition (e.g. Gibson,
1966; Merleau-Ponty, [1945]1962; Piaget & Inhelder,
[1966]1969), action and cognition are mostly studied as sep-
arate domains. This can be regarded as a reflection of tra-
ditional ‘Cartesian’ or ‘orthodox’ cognitive science. Mind
and body are fundamentally different entities in this frame-
work although they closely interact with each other. This
strong metaphysical divide has led to the common notion
that cognition is separated from action (see Clark, 1997;
Neural evidence for the interplay between language, gesture, ...,
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Noe & Thompson, 2002; van Gelder, 1995; Varela,
Thompson, & Rosch, 1991; Wheeler, 2005 for discussion).
Consequently, language—as a sub-domain of cognition—
and action have also been traditionally studied as distinct
faculties of the mind (Fodor, 1983). From an embodied
cognition viewpoint however, contrary to the classical
Cartesian view, the importance of bodily processes for cog-
nition is central. Cognition is thought of as ‘grounded’ in
and therefore inseparable of bodily action (see Anderson,
2003; Chiel & Beer, 1997; Clark, 1997; Clark & Chalmers,
1998; Noe & Thompson, 2002; Pecher & Zwaan, 2005;
Varela et al., 1991; Wheeler, 2005; Wilson, 2002). The rep-
resentation of a concept is for instance proposed to be cru-
cially dependent upon perceptual-motor processes that
relate to that concept (e.g. Gallese & Lakoff, 2005). This
stands in contrast to a more traditional, ‘cognitivist’ stance
in which a concept’s meaning is considered to be an amodal
symbolic representation (e.g. Fodor, 1975). In its effort to
unite cognition and action, embodied cognition comes in
very different degrees, from only slightly modifying the tra-
ditional Cartesian view to radical claims about, for
instance, the extension of the human mind into the envi-
ronment (see Anderson, 2003; Chiel & Beer, 1997; Clark,
1997; Clark & Chalmers, 1998; Noe & Thompson, 2002;
Pecher & Zwaan, 2005; van Gelder, 1995; Varela et al.,
1991; Wheeler, 2005). These more and less radical propos-
als have in common that they stress the importance of con-
nections between bodily actions and cognition or more
specifically, action and language. This interrelatedness
should ultimately be reflected in overlap of brain processes
supporting language and action. Before discussing the rela-
tion between language and gesture, we will try to answer
the more general question: What is the neural evidence
for proposed connections between language and action?1

We have structured this review according to four differ-
ent combinations of language and action that have been
studied by cognitive neuroscience. First, at the most basic
level are studies investigating the neural representations of
speech sounds during comprehension. Some proposals
argue that the neural representation of a speech sound dur-
ing comprehension may involve structures in the motor cor-
tex used in pronouncing a speech sound. This is a clear
example in which researchers have looked for a neural link
between language (speech sound) and action (motor cortex
representation of the speech sound). Second, we review
studies on the neural representation of action-related lan-
guage. Here, the assertion is that the meaning of for
instance an action verb is at least partially represented in
the cortical motor system. In other words, to understand
1 It is worth mentioning that there has been a growing interest in the
interplay between language and action from a widely varying set of other
fields of science in recent years, which will not be covered in this review.
Examples are learning of concepts in artificial intelligence (Roy, 2005;
Steels, 2003), developmental psychology (Bates & Dick, 2002; Smith &
Thelen, 2003; Thelen & Smith, 1994), and the evolution of language in
evolutionary science (Arbib, 2005; Corballis, 2002).
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action-related language, activations in the motor system
are crucial. The idea of a linguistic entity (e.g. action word)
as being represented in the neural motor system is compara-
ble to that for speech sounds, however now at a higher,
semantic level. A neural link between language and action
would be shown in this case if indeed the perception of
action verbs leads to activation of parts of the action net-
work in the brain. Third, we look at studies on the neural
correlates of sign language comprehension in deaf people.
Sign languages are complete languages in which hand
actions (signs) are used to communicate. Specifically, in this
section we ask in what ways understanding sign language in
deaf people is neurally different compared to understanding
spoken language in hearing people. Overlap between neural
processes of understanding sign language and spoken lan-
guage would indicate that when linguistic information is
fully conveyed through the hands, it taxes similar brain
regions as when conveyed in spoken format. Lastly, we
review studies on the neural basis of the comprehension
of speech and co-occurring co-speech gestures. In these
studies, language (speech) and action (co-speech gestures)
crucially go together. Neural evidence for a link between
language and action in this domain would be supported
by the finding of overlapping brain processes for the com-
prehension of words and meaningful co-speech gestures.

Our review is selective in that we focus on studies using
neuroimaging methods (including functional magnetic
resonance imaging (fMRI), positron emission tomography
(PET), event related potentials (ERPs) measured with
electroencephalography (EEG), magnetoencephalography
(MEG) and transcranial magnetic stimulation (TMS)).
We have chosen not to include the extensive literature on
lesion studies of action understanding, although we are
aware of its relevance for the issues at stake. For reviews
of the neuropsychological literature, we refer to a number
of excellent papers (Saffran & Scholl, 1999; Saygin, Wilson,
Dronkers, & Bates, 2004; Tranel, Kemmerer, Adolphs,
Damasio, & Damasio, 2003).

2. Motor representations of speech sounds

A first area in which the connection between language
and action has been made is that of speech perception.
Especially the motor theory of speech perception (Liberman
& Mattingly, 1985) has made strong claims about this con-
nection. This theory posits that perceived speech sounds are
directly mapped onto the motor representations of the artic-
ulatory gestures that would be necessary to produce these
speech sounds. For example, upon hearing the word ‘ball’
the incoming sounds are mapped onto the stored motor rep-
resentations that are recruited when pronouncing the word
‘ball’. Crucially, in this theory, speech perception takes
place by directly mapping the speech input onto a motor
representation. In this way, the activation of motor repre-
sentations is what constitutes speech perception.

In the light of the recent findings of mirror neurons in
motor areas (di Pellegrino, Fadiga, Fogassi, Gallese, &
Neural evidence for the interplay between language, gesture, ...,
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Rizzolatti, 1992; see Rizzolatti & Craighero, 2004 for
review) this theory has gained renewed popularity. The pre-
diction that has been tested mostly is that perceiving a
speech sound should activate the same motor representa-
tion in the brain as producing that speech sound. Note that
this is a far less radical claim than proposed by the motor
theory of speech perception. After all, activation of similar
motor areas does not implicate that these are crucial for
speech perception. We will get back to this after reviewing
the studies on this topic.

Several neuroimaging studies have provided evidence
for the hypothesis that perceiving a speech sound activates
similar brain regions as producing that speech sound. In an
fMRI experiment Wilson, Saygin, Sereno, and Iacoboni
(2004) had subjects listen to meaningless syllables (e.g.
/pa/) and subsequently pronounce the same syllables. They
report overlapping activations during perception and pro-
duction in bilateral precentral gyri and central sulci (pre-
motor and primary motor cortex). Activation in these
areas was significantly higher to the perception of the sylla-
bles than to non-speech sounds (e.g. the sound of a bell). In
a related experiment, it was found that producing syllables
which start with phonemes that involve movement of the
lips or of the tongue ([p] and [t], respectively) activated
the same portions of precentral cortex as listening to these
syllables (Pulvermuller et al., 2006). Moreover, these
regions overlapped with those activated when subjects sim-
ply moved their tongue or lips, that is, without speech pro-
duction. Note that the cortical motor system at this level
has a somatotopic organization, such that distinct parts
command different effectors in a structured manner. Pul-
vermuller et al. showed that when listening to or pronoun-
cing syllables related to lip or tongue movements, the same
organization is preserved. In other words, parts of premo-
tor cortex that become activated when moving the lips or
tongue also become activated when listening to speech
sounds that involve movement of the lips or tongue. In
an interesting variant of this line of research, Wilson and
Iacoboni (Wilson & Iacoboni, 2006) pursued the issue of
mapping speech sounds onto motoric representations by
presenting English subjects with native (English) and
non-native phonemes. The non-native phonemes were
rated to be hard to pronounce by native speakers of Eng-
lish. The assumption of this study was that no motor rep-
resentations would exist for the non-native phonemes, since
they are not produced by speakers of English. Activity in
superior temporal areas was negatively correlated with
the producibility of a phoneme. That is, the harder a pho-
neme was to produce for the English speakers, the more
superior temporal areas were activated. Premotor cortex
also distinguished between native and non-native pho-
nemes, in the sense that activation was higher for non-
native than for native phonemes. The authors argued that
since a match between stored and perceived speech sounds
is impossible, hearing a non-native speech sound led to an
activation increase. These data neither support an exclu-
sively sensory (reflected in superior temporal activation)
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nor motor (reflected in premotor activation) account of
speech perception.

Overall, these fMRI studies suggest that merely listening
to speech sounds activates parts of the neural motor sys-
tem. Moreover, this activation seems to be rather specific
in the sense that listening to speech sounds which involve
movement of the lips also leads to activation of part of
the motor cortex involved in actually moving the lips.

Another way of assessing whether motor cortex is acti-
vated during speech perception is to use TMS to measure
the excitability of the motor cortex while subjects perceive
speech. The method frequently used is to measure the
motor evoked potential (MEP) in a muscle, while stimulat-
ing the motor cortex by a TMS pulse. The pulse will evoke
an MEP when the subject is at rest. The rationale of this
approach is that when a subject listens to speech, an
increased excitability of the motor cortex will lead to an
increased MEP. Note that the use of TMS described here
is different from that in which a part of cortex is temporar-
ily and virtually ‘lesioned’ (see Devlin & Watkins, 2006).

Fadiga and colleagues measured MEPs of tongue mus-
cles while stimulating the part of the motor cortex that
leads to movement of the tongue (Fadiga, Craighero, Buc-
cino, & Rizzolatti, 2002). Subjects listened to Italian words
containing phonemes that in production lead to strong
movement of the tongue (e.g. ‘birra’) or to words that
induce less tongue movement (e.g. ‘baffo’). If listening to
words evokes specific activation of the motor system,
greater tongue muscle activation is expected to ‘tongue
words’ than to ‘non-tongue words’. Indeed, stronger MEPs
were found when subjects listened to the ‘tongue words’
compared to when subjects listened to the ‘non-tongue
words’. Interestingly, this effect was also present with
non-words with similar acoustic characteristics as the real
words. However, in the non-words the MEP levels were
smaller overall, which suggests a lexical influence on the
motor representation of speech sounds.

Instead of looking at tongue muscles, Watkins, Strafella,
and Paus (2003), measured the activity of lip muscles. They
found increased MEPs of lip muscles in response to stimu-
lation of the mouth representation in motor cortex while
subjects listened to continuous prose. Hand muscles were
recorded as a control condition while the cortical hand area
was stimulated. No modulation of hand muscles was
found. In contrast to this latter finding, Floel, Ellger, Brei-
tenstein, and Knecht (2003) found facilitation of hand mus-
cles to stimulation of hand motor cortex during speech
perception. No such facilitation was found during a non-
linguistic memory task. This finding was explained in the
context of an evolutionary scenario in which language is
thought to have evolved out of manual communication.
It is unclear why these authors do find modulation of hand
muscles, whereas Watkins et al. (2003) did not. Watkins
and Paus (2004) simultaneously measured activation across
the whole brain using PET as well as MEPs of mouth mus-
cles after stimulation with TMS. Activity in an area in the
left inferior frontal cortex (‘Broca’s area’) was correlated
Neural evidence for the interplay between language, gesture, ...,
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with the facilitation of the mouth muscle. The authors
argue for Broca’s area as ‘priming’ the motor system in
response to speech perception.

Most TMS studies complement evidence from fMRI
studies that found activation of parts of the motor cortex
in listening to speech sounds (but see Sundara, Namasiva-
yam, & Chen, 2001). Facilitatory effects are reported for
tongue, lip as well as hand muscles, depending upon the
specifics of the experiment. The activation of motor cortex
is reasonably fast, such that a TMS pulse given 100 ms
after onset of a critical speech sound leads to a facilitation
of the muscle involved in its production (Fadiga et al.,
2002).

In sum, fMRI and TMS studies indicate that representa-
tions of speech sounds in (pre)motor cortex that are acti-
vated during speaking, are also activated while listening
to speech sounds. Although it might be tempting to inter-
pret this in terms of the motor theory of speech perception,
note that the studies reviewed here do not provide unequiv-
ocal evidence that motor activation is necessary in under-
standing language, as was argued by the motor theory of
speech perception (Galantucci, Fowler, & Turvey, 2006).
The finding of a lexical modulation of MEPs to words ver-
sus non-words with the same acoustic properties (Fadiga
et al., 2002) for instance shows that speech sounds are
not invariantly mapped onto motor representations, but
are modulated by higher level processes (see also Wilson
& Iacoboni, 2006). Although these studies cannot prove
the motor theory of speech perception, they do provide evi-
dence for a link between language and action in the brain.
After all, it is consistently reported that merely listening to
speech or speech sounds activates part of the motor system
involved in producing speech sounds. However, the status
of these activations remains unclear.

3. Action-related language

So far, we have discussed a connection between lan-
guage and action that is restricted to a form level without
the requirement of access to the semantics of words. This
is different for action-related language. The question here
is: Do words describing actions activate parts of the brain
involved in sensorimotor processes, such as premotor cor-
tex? If so, this would provide evidence for a link between
language and action in the brain because the assertion
would be that parts of the brain that are activated when
performing or observing an action are also activated when
comprehending language describing that action.

Hauk, Johnsrude, and Pulvermuller (2004) took advan-
tage of the somatotopic organization of the motor cortex
to investigate the representation of action verbs. Subjects
read verbs describing actions performed with the feet,
hands or face (e.g. ‘kick’, ‘pick’, ‘lick’). Subsequently, they
performed simple actions with foot, finger or tongue, which
activated primary and premotor cortex in a somatotopic
fashion, as expected. Interestingly, reading action verbs
led to a similar somatotopic pattern of activation. Overlap
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between parts of (pre)motor cortex activated by action
verbs and by action production was clearly observed for
two of the three effectors. Converging evidence for the
involvement of motor areas in processing action words
comes from a recent PET study, which reports increased
activation in left precentral and central sulcus (i.e. premo-
tor and primary motor cortex) when comparing motor
words (both nouns and verbs) to sensory words (also both
nouns and verbs) (Vigliocco et al., 2006).

Together, these studies provide evidence for the activa-
tion of premotor cortex in response to action words. More-
over, it shows that this activation is rather specific in the
sense that action verbs performed with a certain effector eli-
cit activation in the area that is also activated when using
that effector.

A possible criticism is, however, that the activations in
motor cortex may be the by-product of imagery of an
action. This would mean that the premotor activations
are not part of the representation of the action verb, but
rather emerge only after the action concept is identified.
Given the limited temporal resolution of the signal mea-
sured in fMRI and PET, this possibility cannot be
excluded. Pulvermuller, Hauk, Nikulin, and Ilmoniemi
(2005) argued against an explanation of their results in
terms of mental imagery. To do so they looked at the tim-
ing of motor cortex activation to the action verbs. In a
TMS study hand/arm and leg words were presented while
stimulating the ‘hand/arm’ and ‘leg area’ of the motor cor-
tex (Pulvermuller et al., 2005). Subjects’ task was to make a
lexical decision to the visually presented words. Faster
reaction times were observed to hand/arm words after
stimulation of the ‘hand/arm area’ as well as to leg words
after stimulation of the ‘leg area’. This was taken as evi-
dence that the (pre)motor activation is a crucial part of
the action verb’s semantic representation, because stimulat-
ing the motor cortex speeded up lexical decision. In related
MEG and EEG studies it was found that differences
between leg, arm or face words emerge around 200 ms
(Hauk & Pulvermuller, 2004; Pulvermuller, Shtyrov, &
Ilmoniemi, 2005). Again, the localizations of these effects
showed a dissociation between leg words in dorsal premo-
tor cortex and arm and face words in more ventral premo-
tor regions. The authors argue that the latency of this effect
is too fast to be explainable in terms of general strategic
effects such as imagery.

A related but partly different result than that of premo-
tor cortex activation to action words was obtained in two
fMRI studies (Kable, Kan, Wilson, Thompson-Schill, &
Chatterjee, 2005; Kable, Lease-Spellmeyer, & Chatterjee,
2002). Neural activity in these studies was compared while
subjects performed a semantic matching task on triads of
pictures or words describing actions or objects. Subjects’
task was to indicate which two objects or actions were
semantically related to each other. In one of these studies
increased activity to action words was observed in the
motor cortex just as in the studies described above (Kable
et al., 2005). However, additionally, increased activation
Neural evidence for the interplay between language, gesture, ...,
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was found in the vicinity of human motion area MT/MST
(Kable et al., 2002, 2005), when subjects had to judge
actions compared to when they had to judge objects. That
is, the judging of actions evoked activity in areas implicated
in the processing of motion which is implicated by actions
but not by the observation of objects.

Two other studies in part confirmed the findings of acti-
vation of (pre)motor cortex to action words. Noppeney,
Josephs, Kiebel, Friston, and Price (2005) report increased
activation of left posterior temporal and anterior intrapari-
etal areas in reaction to action words compared to abstract
words. Only at a lower, uncorrected statistical threshold
did they observe ventral premotor cortex activation.
Ruschemeyer and Friederici (2006) compared activations
to action verbs with ‘complex verbs’ that had the action
verb as its stem, but did not have an action-related mean-
ing. For example the German verb ‘greifen’ (to grasp) was
compared to ‘begreifen’ (to understand). The rationale was
that if action verbs automatically activate parts of the
motor cortex, this should also be the case in complex verbs
that include an action verb, such as ‘begreifen’. Action
verbs did activate premotor areas compared to abstract
verbs. No such activation was however found in response
to the complex verbs (i.e. verbs with an action stem but a
non-action meaning). The conclusions to be drawn from
this study however crucially depend on whether one
believes that complex verbs such as ‘begreifen’ are stored
with ‘greifen’ (‘to grasp’) as their stem.

An approach related to the studies of action words has
been taken by a few studies comparing sentences describing
actions to sentences describing abstract events. One fMRI
study presented subjects with spoken sentences like ‘I bite
an apple’ and ‘I appreciate sincerity’ (Tettamanti et al.,
2005). The action sentences could be of three types:
describing mouth actions (‘I bite an apple’), hand actions
(‘I grasp the knife’) or leg actions (‘I kick the ball’). All
action sentences activated left inferior frontal cortex more
strongly than abstract sentences did. Moreover, sentences
describing actions with different effectors activated the pre-
motor cortex in a somatotopic manner. This result is com-
parable to that of action verbs which lead to premotor
cortex activation in a somatotopic manner (Hauk et al.,
2004). Aziz-Zadeh, Wilson, Rizzolatti, and Iacoboni
(2006) found that action sentences activated premotor
areas in a specific manner corresponding to whether sen-
tences described an action done with the foot, hand or
mouth. Moreover, the activation to a sentence type (i.e.
foot, hand or mouth) was strongest in the area that was
activated when the subject watched videos of that same
type of action (actions performed with the foot, hand or
mouth). Interestingly, this effect was not present when
stimuli consisted of metaphors in which action verbs were
used, such as ‘He was chewing on the problem’.

Finally, a TMS study measured MEPs from hand and
foot muscles while subjects listened to hand and foot
related action sentences or to abstract sentences (Buccino
et al., 2005). Stimulation of hand and foot areas in motor
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cortex led to decreased MEP amplitudes during perception
of sentences related to the same effector; that is, for
instance, stimulation of the hand area led to a decreased
MEP in the hand muscle when subjects listened to a sen-
tence implying an action done with the hand compared
to a sentence describing an action done with the foot. Note
that this is an opposite finding from other TMS studies
with a similar design that generally report increases in
MEP amplitudes, which is then interpreted as reflecting
increased facilitation of the motor cortex. Buccino and col-
leagues related their opposite findings to the non-specificity
of spoken language as compared to the observation of real,
visual action. However, this does not explain the reversal of
the effect compared to other studies using action words.

The results of a study by Boulenger et al. (2006) might
shed light on the conflicting findings of Buccino et al. That
is, Boulenger and colleagues measured arm movement
kinematics of a grasping action that could either start
slightly before the presentation of an action verb or after
the presentation of an action verb. This manipulation
resulted in a complete reversal of findings: when the word
was processed before the onset of the action, grasping
was facilitated. That is, the action was performed faster
when preceded by an action verb than when preceded by
a concrete noun (the control condition). However, when
the action verb was read when the action had already
started, the action was performed slower compared to the
presentation of a concrete noun, indicating interference.
As the authors note, this may explain why some TMS stud-
ies find an increase in MEPs (indicating facilitation),
whereas others find a decrease in MEPs (indicating inter-
ference). Indeed, TMS pulses in Buccino et al. were deliv-
ered during the reading of an action verb, whereas they
were applied shortly after the verb in other TMS studies
(e.g. Pulvermuller et al., 2005). Future studies should sys-
tematically investigate the dynamics of information flow
in these different cases.

Finally, a recent study used TMS to show that also
abstract sentences invoke motor cortex activation (Glen-
berg et al., in press). Participants were presented with spo-
ken sentences that described transfer (movement) of a
concrete object, as in ‘Andrea carries the pizza to you’ or
sentences describing the transfer of an abstract object, such
as ‘Arthur presents the argument to you’. It was hypothe-
sized that the abstract sentences would be understood by
activating the same transfer schema that is also used to
comprehend literal transfer. Control sentences described
events without the involvement of transfer (e.g. ‘You smell
the pizza with Andrea’). The main finding was an increase
of MEPs to transfer sentences compared to non-transfer
sentences. Moreover, there was no difference between con-
crete transfer sentences and abstract transfer sentences.
This study suggests that not only concrete language
describing an action activates part of the motor cortex,
but that this also holds for abstract ‘transfer sentences’.

In short, there is a considerable amount of evidence for
the claim that listening to action-related language activates
Neural evidence for the interplay between language, gesture, ...,
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cortical motor areas. Whether motor cortex activation is a
necessary part of the semantic representation of an action
verb is not clear however. What the studies reviewed here
show is that motor areas are activated upon hearing/read-
ing an action word. To find out if the motor cortex is nec-
essary in action word understanding, it needs to be shown
that ‘knocking out’ the motor cortex (e.g. by repetitive
TMS) specifically hampers the understanding of action
words.

Another concern in most of these studies is the role of
imagining what is being heard. Many results could reflect
the contribution of motor imagery instead of the nature
of the semantic representation. This alternative explanation
cannot be easily discarded. In addition, it is not always easy
to evaluate the weight of the conclusions, since most stud-
ies in this field are conducted without an explicit theory of
semantic representation in mind. As a consequence, the
precise implications of (pre)motor cortex activation are
often unclear.

Despite these concerns, it is fair to conclude that the
studies reviewed above provide ample evidence for a link
between language and action, insofar as the activation of
the motor cortex to action-related language is concerned.

4. Sign language

Sign language is the codified system in which hand signs
are used to communicate with and by the deaf. Sign lan-
guages share many characteristics with spoken languages:
signs are conventionalized, symbolic and produced in hier-
archical combinations (Goldin Meadow, 2003; McNeill,
1992). They also clearly differ from spoken languages, since
hand movements are used to communicate a message. An
important question with regard to sign language is whether
the comprehension of sign language requires similar neural
activations as the comprehension of spoken language. A
large degree of overlap would be evidence for a link
between language and action, because it would show that
hand actions lead to language-like processing when they
are understood linguistically. Generally speaking, this is
what most studies report. Many neuroimaging studies find
the Perisylvian language network (comprising of left fron-
tal and temporal areas) that is known to be activated when
hearing participants process language, also activated when
deaf signers watch American or British sign language
(abbreviated ASL and BSL, respectively) (Levanen,
Uutela, Salenius, & Hari, 2001; MacSweeney et al., 2004,
2006; Newman, Bavelier, Corina, Jezzard, & Neville,
2002, 1998, 2002). Although this suggests strong similari-
ties between neural correlates of spoken and signed lan-
guage, differences have been found as well, particularly
with respect to the stronger involvement of parietal cortex
(Emmorey et al., 2004, 2005; MacSweeney et al., 2002,
2004) as well as of the right hemisphere in signers (Neville
et al., 1998; Newman et al., 2002).

The involvement of parietal areas in sign language is
interesting since parietal areas have also been implicated
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in studies of action observation in hearing subjects. MacS-
weeney and colleagues (MacSweeney et al., 2004) directly
compared activation in deaf signers to sentences of BSL
and stretches of ‘Tic Tac’, a communication system used
by bookmakers at horse races in Britain. None of the sub-
jects were familiar with Tic Tac, whereas they clearly all
were familiar with BSL. In this way MacSweeney et al.
were able to compare the processing of linguistic hand
actions (BSL) with non-linguistic hand actions that were
produced with the intention to communicate (Tic Tac).
Note that all participants in this study were aware of the
fact that the Tic Tac and the BSL signs were made with
the intention to be communicative. Stronger activations
of bilateral inferior frontal, middle and superior temporal
cortex, and, interestingly, the supramarginal gyrus were
found to BSL compared to Tic Tac in deaf native sign-
ers.This study shows that inferior parietal (i.e. supramar-
ginal gyrus) activation in users of sign language is a
specific activation to signs and not to non-linguistic hand
movements. Emmorey and colleagues were also interested
in the action properties of sign language (Emmorey et al.,
2004). They made use of the fact that signs in ASL of tools
and actions performed with a tool, have a high degree of
iconicity. That is, these signs resemble the action they rep-
resent to a considerable degree. In an fMRI study, produc-
tion of these signs was compared to signs of actions with
less iconicity. Production of all signs activated frontal
and temporal language areas as well as parietal cortex com-
pared to a low level baseline. No specific activation for ico-
nic compared to non-iconic signs was observed however.

One thing to note is that in some studies the observation
of sign language by hearing non-signers also leads to activa-
tion of traditional language areas, such as inferior frontal
and/or superior temporal areas (Levanen et al., 2001;
MacSweeney et al., 2004, 2006). Clearly, this cannot be
due to the linguistic characteristics of the sign language,
since the signs are meaningless to non-signers. There are
two explanations for this finding. It is possible that obser-
vation of the hand actions activates part of the action rec-
ognition network, of which inferior frontal and superior
temporal cortex are thought to be part (e.g. Rizzolatti &
Craighero, 2004; Rizzolatti, Fogassi, & Gallese, 2001). It
would mean that activations that in deaf signers can be
attributed to the linguistic content of the stimuli, in non-
signers can be attributed to action observation. However,
hearing naı̈ve subjects had instructions to assess the mean-
ingfulness of the sign language expressions, even although
they did not know any sign language (Levanen et al., 2001;
MacSweeney et al., 2004, 2006). This mere ‘looking for
meaning’ may provide an alternative explanation for the
results that were obtained.

In sum, a language conveyed through the hands gener-
ally taxes similar parts of the brains of signers as spoken
language does in the hearing. Interestingly, parts of the
parietal cortex which are known to be involved in action
understanding are activated more strongly in signers. This
points to an interaction between linguistic and action pro-
Neural evidence for the interplay between language, gesture, ...,
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cessing which some have linked to an increased involve-
ment of the mirror neuron system (Corina & Knapp, 2006).

5. Co-speech gestures

Finally, we consider the link between language and
action from the perspective of speech and accompanying
co-speech gestures. Co-speech gestures are hand move-
ments made during speaking. Some of these have a clear
semantic relationship to the speech with which they are
co-expressed. Consider for instance a person retelling a car-
toon story while talking about ‘the cat that rolled down the
alley’. Together with the ‘roll down’ part of the utterance
the speaker moves a finger in circles from one side to the
other, as if the finger represents the character rolling down
(e.g. Kita & Özyürek, 2003; McNeill, 1992). Interestingly,
these hand actions are almost never used without language.
Consequently, they do not have a clear meaning outside of
a language context, that is, people do not unambiguously
recognize the intended meaning of co-speech gestures with-
out speech (Krauss, Morrel Samuels, & Colasante, 1991).
Co-speech gestures are a core example of the interrelated-
ness of action and language since without language, they
tend to lose their meaning.

Only recently neurocognitive studies have set out to
investigate the neural underpinnings of co-speech gestures.
Kelly, Kravitz, and Hopkins (2004) conducted an ERP
study in which subjects saw an actor making a gesture cor-
responding to a property of an object, like its width or
height. If the gesture had been preceded by a spoken word
indicating a different property of the object, a stronger neg-
ative deflection was observed in the EEG signal compared
to when word and gesture referred to the same property.
This effect was maximal around 400 ms after the gesture
and is commonly known as the N400 effect. In many lan-
guage studies N400 effects are found when semantic pro-
cessing of an item (i.e. a word) is harder to integrate into
a previous context (see Brown, Hagoort, & Kutas, 2000;
Kutas & van Petten, 1994, for review). Consequently, Kelly
et al. argued for the N400 effect to index semantic process-
ing as triggered by the hand gesture. In a follow-up study,
Kelly, Ward, Creigh, and Bartolotti (2006) replicated the
N400 effect to incongruent gestures. They furthermore
showed that the effect size and its scalp distribution were
modulated by whether subjects believed speech and gesture
to be acted out by one person or not. That is, when subjects
heard an utterance produced by one person while another
person produced the accompanying hand gestures, N400
effect size and scalp distribution were different then when
speech and gesture were coming from the same person.
This was interpreted as reflecting the fact that semantic
processing of gesture information is at least to some extent
under cognitive control (see also Holle & Gunter, in press).
A related ERP study looked at the effect of presenting hand
gestures after a more elaborate context, that is, an excerpt
of a cartoon movie. Short movie clips of an actor perform-
ing a gesture that could either match the preceding cartoon
Please cite this article in press as: Willems, R. M., & Hagoort, P.,
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or not, were shown. It was found that hand gestures that
do not match a preceding cartoon movie also lead to an
increased N400 (Wu & Coulson, 2005). The evidence for
gestures to evoke semantic processing was further sup-
ported by a study looking at the possibility that hand ges-
tures could disambiguate the meaning of an otherwise
ambiguous word (Holle & Gunter, in press). Subjects lis-
tened to a sentence in which an ambiguous noun was
accompanied by a gesture that hinted at the intended
meaning of the ambiguous word. An N400 effect was
observed to a word later in the sentence if the meaning of
that later word did not match with the meaning indicated
by the gesture earlier in the sentence.

These studies clearly indicate that co-speech gestures
evoke semantic processing, a claim which had been debated
in the literature before (Krauss et al., 1991; McNeill, 1992).
However, a remaining question is how comparable the
semantic processing evoked by hand gestures is to that of lin-
guistic items such as words. This was investigated in a pair of
studies measuring the neural time course (using ERPs) as
well as the neural locus (using fMRI) of the sentence level
integration of co-speech gestures and spoken words
(Özyürek, Willems, Kita, & Hagoort, in press; Willems,
Özyürek, & Hagoort, 2006). Subjects heard sentences in
which a critical word was accompanied by a gesture. Either
the word or the gesture could be semantically anomalous
with respect to the context set up by the sentence. In the
ERP study it was found that a semantically anomalous ges-
ture as well as an anomalous word elicited an N400 effect.
Importantly, the onset latencies of these effects did not differ.
This implies that the time course of integration of meaning-
ful information coming from gestures into a sentence con-
text does not differ from the time course of integration of
information conveyed through a spoken word. In the fMRI
study, it was found that anomalous gesture as well as anom-
alous speech evoked increased activation in an overlapping
region in left inferior frontal cortex. This region seems to
play a crucial role in the integration of information coming
both from speech and from gestures. Apart from overlap-
ping activations, also effects specific to speech and gesture
were found. Most interestingly, the gesture condition led
to an increased activation of premotor cortex, an area acti-
vated by the observation of many types of actions. This
study shows that besides being activated by the observation
of an action, the activation level of premotor cortex is mod-
ulated by the semantic context of the action (gesture).

Another largely open question concerns how the pres-
ence or absence of co-speech gestures alters the neural
response to speech. Skipper and colleagues (Skipper, Gol-
din Meadow, Nusbaum, & Small, 2007) investigated this
while measuring effective connectivity between brain areas.
Effective connectivity is a measure of the influence one
brain region exerts over the other during a given task. Note
that this measure is related to the ongoing activation in the
brain and not merely reflects the ‘static’ anatomical con-
nections between areas. In their study, subjects watched a
model tell a story. The model could produce natural hand
Neural evidence for the interplay between language, gesture, ...,
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gestures, produce ‘self adaptor’ movements (e.g. scratching
herself, adjusting glasses) or leave the hands at rest. The
results show that the speech and gesture condition led to
a division of labor between areas related to language or
action (Broca’s area and premotor/primary motor cortex,
respectively). That is, when speech was accompanied by
natural gestures, Broca’s area exerted the least influence
on other areas. The authors explain this result as reflecting
the decreased need for semantic selection or retrieval by
Broca’s area when gestures are present. It is claimed that
the source of information provided by co-speech gestures
helps the listener in understanding the speaker’s message
in such a way that less semantic control is needed. In other
words, the presence of meaningful co-speech gestures as
compared to no gestures or ‘meaningless’ self-adaptor
movements allows the brain to use the additional source
of information, decreasing the need for semantic control.

Another class of hand gestures relevant for this review are
so-called emblems. Emblems are more or less conventional-
ized hand signs, such as ‘thumbs up’ meaning ‘OK’. They are
different from co-speech gestures in that emblems do have a
meaning in the absence of speech. Two questions stand out
here. First, how does neural activation in response to the
combination of emblem and related word differ from neural
activation to word or emblem alone? Second, how do neural
indicators of semantic processing differ between emblems
and words? As for the first question, Bernardis and Gentil-
ucci (2006) studied articulation and arm movement charac-
teristics of word and emblem production in varying
combinations. Subjects either pronounced words, per-
formed an emblem describing the word or both. The emblem
and word combination led to a specific change in the acous-
tic properties (F2 formant) of the spoken word that was not
present when the same word was produced alone or when a
word was accompanied by a meaningless hand movement.
Duration of hand movement decreased when speech and
emblem conveyed the same meaning compared to producing
only an emblem as well as compared to simultaneous pro-
duction of a meaningless hand movement and meaningless
word. Moreover, observation of speech and gesture combi-
nations led to similar effects on the subsequent pronuncia-
tion of a word. In a follow-up study, similar stimuli were
presented to subjects while inferior frontal cortex was dis-
rupted by repetitive TMS (Gentilucci, Bernardis, Crisi, &
Dalla Volta, 2006). Disruption of left inferior frontal cortex
led to a difference in acoustic characteristics of a word pro-
nounced in reaction to a meaningful gesture compared to no
TMS or TMS at right inferior frontal cortex. This effect was
not observed when the word that was pronounced described
a meaningless gesture. What these studies show is that pro-
duction and comprehension of the combination of word and
emblem leads to specific effects not present in production
and comprehension of either word or emblem alone. Inter-
estingly, this is true only when speech and action form a
meaningful combination. Moreover, left inferior frontal
cortex plays a crucial role in combining information from
speech with information from an emblem.
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The question how semantic processing evoked by an
emblem might differ from that of a word, was investigated
in two studies that measured EEG and MEG in reaction to
the presentation of emblems versus meaningless hand
shapes (Gunter & Bach, 2004; Nakamura et al., 2004). It
was found that meaningless emblems compared to mean-
ingful emblems elicit increased N400 effects comparable
to that observed for pseudo-words versus words (Gunter
& Bach, 2004). In a MEG study, it was observed that right
inferior parietal and right superior temporal cortices are
more strongly activated to meaningful compared to mean-
ingless emblems (Nakamura et al., 2004). This was inter-
preted as evidence for the involvement of areas known to
be involved in action observation in coding the meaning
of an emblem. Note that the signal measured in MEG
allows for a much better localization of effects than the sig-
nal measured in EEG. From these two studies it seems as if
the semantic processing evoked by meaningless versus
meaningful emblems is similar as words versus pseudo-
words in terms of N400 effect. However, emblems seem
to tax different brain regions as well, most notably areas
involved in action observation.

Based upon the studies available it seems justified to
conclude that processing evoked by gestures is qualitatively
similar to that of words at the level of semantic processing.
Note that although we have highlighted commonalities in
neural activations to speech and co-speech gestures, inter-
esting differences have also been observed. These differ-
ences indicate that the understanding of gestures
accompanying speech is not the same as understanding
spoken language. In other words, these gestures partly
drive the neural language system, but also lead to specific
effects not observed for spoken language. An example of
this is the modulation of premotor areas when gestures
are not in accordance with a previous sentence context
(Willems et al., 2006).

By embedding speech and co-speech gestures research
into other domains in which language and action have been
studied together, we wanted to show that neural overlap
between language and action is not only present in the case
of speech and accompanying co-speech gestures. Rather, in
this review it has become clear that language and action
combinations exist at other levels of processing as well.
Because of its nature, the combination of speech and co-
speech gesture stands out however. Speech and gestures
are crucially produced together and overlap at the level
of semantics. This combination is arguably absent in the
other domains of study that we have reviewed. Concretely,
we hope that the overlap between these topics of investiga-
tion leads to useful new questions to be investigated in
future studies. For instance, given the involvement of (pre)-
motor cortex in the observation of action words, it would
be interesting to see how the dynamics of the motor system
react to the observation of a meaningful gesture compared
to a meaningless gesture. In the first case, the motor system
would need to code both the kinematics as well as (per-
haps) the meaning of the action. Another understudied
Neural evidence for the interplay between language, gesture, ...,
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issue concerns how the presence or absence of meaningful
gestures affects the neural networks involved in under-
standing a message. The studies on emblems described
above have convincingly shown that the combination of
emblem and word leads to effects that are not simply a lin-
ear combination of perceiving either emblem or word alone
(Bernardis & Gentilucci, 2006; Gentilucci et al., 2006). One
study has shown that the addition of a channel of meaning-
ful information conveyed through the hand leads to a divi-
sion of labor between cortical areas that is different from
when speech is accompanied by meaningless gestures (Skip-
per et al., 2007). An important remaining question is how
these effects are related to the degree of overlap between
speech and meaningful gestures. That is, how do neural
networks change when there is more or less information
in meaningful gestures than in speech and vice versa?

6. Discussion

We have taken the co-occurrence of speech and co-
speech gestures as a starting point for looking for neural
links between language and action in general. In conclu-
sion, studies in cognitive neuroscience provide evidence
for links between language and action in the brain. First,
motor areas activated in speech production are also acti-
vated when listening to speech sounds. Second, there is evi-
dence for the involvement of the motor system in
understanding action-related language. Third, purely man-
ual languages (sign languages) recruit parts of cortex in
deaf signers overlapping with those of spoken language
in hearing subjects. Fourth, the understanding of meaning-
ful co-speech gestures evokes similar neural processing as
the understanding of words. In sum this can be taken as
evidence in favor of an (embodied) approach to cognition
in which language is thought to be grounded in bodily
action. However, it is not the case that overlap between
language and action systems is complete. First, in the liter-
ature on motor representations of speech sounds the ques-
tion is how important motor cortex activation actually is in
the understanding of speech. After all, the studies that we
have reviewed do not provide decisive evidence for motor
cortex to be necessary and/or sufficient for the understand-
ing of speech. The same holds for activations of the motor
system that are convincingly demonstrated in response to
action-related language. Although these findings point to
close neural links between language and action in the brain,
the question is—again—whether motor cortex activation is
necessary for understanding action-related language.
Another word of caution in interpreting the overlap we
have described between language and action systems con-
cerns the studies on co-speech gestures and sign language.
We have highlighted the overlap of processing co-speech
gestures and signs with spoken language processing.
Marked differences, however, also exist. Despite these cau-
tionary notes, what is clear from this review is that lan-
guage and action are not two isolated systems in the
brain. Rather, language and action recruit overlapping
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parts of the brain and information coming from both
domains can be used in qualitatively similar ways.

The more general question that needs to be addressed is
how far the relation between language and action in the
brain can be stretched. We want to argue against the kind
of ‘action-language chauvinism’2 in which understanding
language is claimed to necessitate motor activation. Glen-
berg and Kaschak (2002) for instance write ‘‘. . . that lan-
guage is made meaningful by cognitively simulating the
actions implied by sentences’’ (p. 559). Similarly, Glenberg
et al. (in press) write about ‘‘. . .an action schema in ante-
rior portions of premotor cortex [. . .] which becomes the

meaning of the verb ‘‘to give’’’’(p. 8, our emphasis). As
far as syntax is concerned, Glenberg (in press) hypothesizes
that ‘‘. . .the mechanisms of action control provide the basis
for combining ideas conveyed by language’’ (p. 22). In a
similar vein, Gallese and Lakoff (2005) write: ‘‘The seman-
tics of grammar is constituted by [. . .] structuring circuits
used in the sensory motor system’’ (p. 473). In all these
cases the assertion is that understanding language necessi-
tates activating parts of the motor system. In contrast, we
advocate a more balanced account of the neural basis of
cognition as the dynamical interplay between several cogni-
tive domains, without a particular emphasis on language
and action. Large scale neural networks will be formed
dynamically, involving those parts of the cortex that are
needed by the specific task at hand for the organism (Fus-
ter, 2003; Mesulam, 1990, 1998). In this way, the brain con-
tinuously crosses traditional boundaries of cognition when
needed. To do this, a high degree of flexibility is needed. A
good example of flexibility in the light of this review is the
finding that action verbs when used metaphorically do not
evoke somatotopic activation of the motor cortex as they
do when used as literal action verbs (Aziz-Zadeh et al.,
2006). In other words, activation of the premotor cortex
in reaction to an action verb does not seem to be auto-
matic, as was suggested by a radically embodied cognition
stance (Gallese & Lakoff, 2005). Rather, motor cortex acti-
vation can be overruled by the context the verb occurs in.
This finding illustrates that the brain acts in a very flexible
manner. This flexibility means that if the context renders
the action interpretation of the verb (which is probably
its default meaning) as incorrect, the motor cortex part of
the verb’s representation will not be activated.

Another characteristic of neural functioning that calls
for a perspective that cuts across cognitive domains, is
what we call the ‘open-mindedness’ of the brain. This
implies that any type of information needed by the task
at hand will be used. For instance, in the case of language
comprehension, it has become increasingly clear that the
brain uses several types of information in a qualitatively
similar way to arrive at a full understanding of a message.
This includes information from world-knowledge, co-
Neural evidence for the interplay between language, gesture, ...,
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speech gestures, pictures, speaker’s identity derived from
voice characteristics and information from a preceding dis-
course (Federmeier & Kutas, 2001; Hagoort, 2005; Hag-
oort, Hald, Bastiaansen, & Petersson, 2004; Hagoort &
van Berkum, in press; Nieuwland & van Berkum, 2006;
Özyürek et al., in press; van Berkum, Hagoort, & Brown,
1999; van Berkum, Zwitserlood, Hagoort, & Brown,
2003; Willems et al., 2006). Importantly, these examples
serve to demonstrate that the brain not only is capable of
taking several streams of information into account, but
actually does so in a qualitatively similar way.

The neural links between language and action that are
described above are good examples of how the brain
crosses the traditional boundaries of cognitive domains in
a more flexible manner than traditionally thought. A pos-
sible implication of this which seems to be supported by
the literature is that the same cortical region can be
recruited for different cognitive processes. An example is
Broca’s area in left inferior frontal cortex. Traditionally
this region was thought to subserve language production.
Several studies indicate however that inferior frontal cortex
is also recruited for other purposes, such as action observa-
tion, sequencing or semantic selection (e.g. Koechlin &
Jubault, 2006; Molnar-Szakacs, Iacoboni, Koski, & Mazzi-
otta, 2005; Thompson-Schill, D’Esposito, Aguirre, &
Farah, 1997). There are two ways to explain the multitude
of conditions that make inferior frontal cortex ‘light up’.
First, one might try to classify all seemingly distinct tasks
that activate this region under one common denominator.
Thompson-Schill and colleagues, for instance, suggest that
the inferior frontal cortex is involved in ‘the regulation of
mental activity’ (Thompson-Schill, Bedny, & Goldberg,
2005). Hierarchical processing is another suggested over-
arching function of the inferior frontal cortex (Koechlin
& Jubault, 2006; Tettamanti & Weniger, 2006; see Frieder-
ici, 2006; van Schie, Toni, & Bekkering, 2006 for related
accounts). However, another way of conceiving the broad
range of tasks activating inferior frontal cortex is to think
of an area as a node in multiple different networks, in
which the network and not the area instantiates a function
(Fuster, 2003; Mesulam, 1990, 1998). That is, higher order
cortex will be implicated in different functional networks.
Note that this does not imply equipotentiality of cortical
areas. It is clear that there is specialization in the brain,
the degree of which might be different between areas, how-
ever (see Fuster, 2003; Mesulam, 1990, 1998). Neither of
these views are mutually exclusive nor does strong evidence
exist in favor of the one or the other. It does however seem
that the latter view might prove to be more fruitful than
searching for ever more abstract ‘superfunctions’ to be able
to comply to the ‘one area one function’ rule.

In conclusion, the data reviewed here point to the fact
that it is important and fruitful to study combinations
between language and action. An increased awareness of
the combination of language and action is warmly wel-
comed and supported by neuroscientific evidence to a con-
siderable extent. This however should always be
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accompanied by an understanding of the brain as a flexible
and open-minded system. Too strong an emphasis on the
exclusive relation between language and action does not
do justice to these characteristics.
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